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This Q4'98 issue of the Intel Technology Journal (ITJ) describes Intel's manufacturing processes and strategies. 
Semiconductor manufacturing is characterized by very complex process flows made up of many process steps, all built 
to very close tolerances. Furthermore, there are complex interactions in these process flows. The papers in this issue 
describe how Intel develops components technology and manufacturing capability to deliver high-performance, cost-
effective, quality products.  
 
In 1965, Gordon Moore, co-founder of Intel, was preparing a speech and made a memorable observation. He observed 
that device complexity doubles about every 18 months. This observation is now known as Moore's Law. While 
originally intended as a rule of thumb, it has become the guiding principle for the industry spearheading the delivery of 
ever-more-powerful semiconductor chips at proportionate decreased costs. Intel has expended enormous resources to 
meet the predictions of Moore's Law through factory modeling, knowledge management, operational and simulation 
modeling, capacity supply line management using Goldratt's Theory of Constraints, and defect yield monitoring. 
These techniques are described in detail in this issue.  
 
Among these techniques is Intel's proven Copy EXACTLY! methodology for factory ramp and high-volume 
manufacturing, which is described in detail in this issue. Copy EXACTLY! enables Intel to bring factories on-line 
quickly with high-volume practices already in place; hence, decreasing time to market and increasing yields. Copy 
EXACTLY! solves the problem of getting production facilities up to speed quickly by "copying" everything--process 
flows, equipment set, suppliers, plumbing, manufacturing clean room, and even training methodologies--from the 
development plant to the volume-manufacturing plant.  
 
As we near the new millennium, the semiconductor industry is getting ready for the transition from 200mm to 300mm 
wafer size. This is a major milestone for the industry, and teams are in place at Intel to implement the transition. An 
interesting retrospective look at how the 300mm standard was selected is described in another paper in this issue. 
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Intel's Manufacturing—a Competitive Edge 
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Intel has a long history of technology 
innovations that have led the industry in 
establishing new capabilities in 
semiconductor technologies thereby enabling 
advances in computing. One of our successes 
in helping drive technology has been our 
ability to incorporate innovations in our 
manufacturing sciences. This is a critical 
strategy as technology alone will not ensure 
that products can be built at the right volumes 
with the right costs and then delivered to our 
customers at the right time.  

During the 80's, we were driven to find 
methods to improve our manufacturing 
competence. Our competitors were achieving 
higher yields, transferring and ramping new 
technologies faster than us, and, overall, 
running their factories more efficiently. To 
remain competitive, we made the basics of 
manufacturing technology a key piece of our 
agenda.  

One of the main issues we faced was the 
phenomenon of something called the Intel U. 
The Intel U was a predictable drop in factory 
performance every time a new technology or 
product was developed and transferred to 
manufacturing. This phenomenon, when 
plotted as a function of yield versus time, 
always showed a U-shaped curve. There were 
many approaches taken over the years to fix 
this problem but until the concept of Copy 
Exactly! was developed, we had limited 
success in eliminating the Intel U. Today, this 
phenomenon is non-existent, and Intel U 

stands for Intel University, not a yield 
problem.  

There have been many innovations in 
manufacturing that have addressed, among 
others, defect improvements, modeling, 
capacity management, and improving the 
speed of our supply line. Today, Intel is faced 
with the challenges of developing new 
concepts and methods in manufacturing in 
order to address the changes we have seen in 
the marketplace. The world is moving at 
Internet speed fostering the concepts of build 
to order, E-Commerce, product segmentation, 
and so on. As we move into the future, we 
will need to focus not only on 
TECHNOLOGY, but also on COST, SPEED, 
AND FLEXIBILITY in order for 
manufacturing to continue to provide Intel 
with a key competitive advantage over the 
next decade. 
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Abstract
Semiconductor device manufacturers face many difficult chal-
lenges as we enter the 21st century. Some are direct conse-
quences of adherence to Gordon Moore�s Law, which states
that device complexity doubles about every 18 months. Fea-
ture size reduction, increased wafer diameter, increased chip
size, ultra-clean processing, and defect reduction among oth-
ers are manifestations that have a direct bearing on the cost
and quality of products, factory flexibility in responding to
changing technology or business conditions, and on the
timelines of product delivery to the ultimate customer.

Regardless of these tremendously complex problems, the in-
dustry is focused on meeting the predictions of Moore�s
Law, for which enormous resources are expended.

One of the great challenges ascribed to Moore�s Law, that
facility costs increase on a semi-log scale, is now known as
Moore�s Second Law. However, unlike his First Law, the in-
dustry would prefer to depart from Second Law predictions
to avoid hugely expensive ($20 Billion) future fabs and atten-
dant high chip costs. Logistics control, inventory manage-
ment, better facility design, supplier management programs,
etc. are all responses to Second Law predictions, to which
many resources have been devoted.

Other pressures on factory management are emerging. In
addition to cost considerations, reduction in feature size and
increasingly complex devices, the Massachusetts Institute
of Technology/Leaders For Manufacturing-led program,
�Next Generation Manufacturing� (NGM) identifies the fol-
lowing issues as significant:

• globalization of supplier, customer, and factory base
• exponential growth of information and knowledge man-

agement capabilities that enable faster and better deci-
sions

• development of new materials and processes at atomic
scale dimensions

• faster delivery of higher quality products to an
increasingly demanding customer

• rising awareness of environmental and energy concerns
This paper discusses the technological responses of indus-

try management and university faculty to the predictions of
Moore�s Second Law. Special attention is given to
knowledge management and operational modeling and simu-
lation technology. These processes help us better under-
stand the benefits of various alternatives used to affect fac-
tory performance as traditional methods such as yield im-
provement, automation, increased wafer size, equipment reli-
ability, etc. lose their leverage.

Introduction
Gordon Moore first proposed the law that bears his name in
the late �60�s: chip complexity (as defined by the number of
active elements on a single semiconductor chip) will double
about every device generation, usually taken as about 18
calendar months [1]. This law has now been valid for more
than three decades, and it appears likely to be valid for sev-
eral more device generations, as shown in Figure 1.

                        Figure 1: Moore�s First Law

The compelling desire of the semiconductor industry to fol-
low Moore�s Law has affected high-volume device manufac-
turing, driving both the cost per bit of the devices and the
overall cost of the fabrication and assembly facilities needed
to build them.  (Additional effects such as those on the ramp
rate towards high-volume manufacturing are also experienced,
but these are not discussed in this paper.)
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For Moore�s Law to remain valid, feature size must continue
to be reduced, but since this reduction is insufficient in and
of itself, chip size must continue to increase. Together, these
two trends have not only maintained Moore�s Law, but have
accounted for the phenomenal success of our industry, since
the cost per device element has now decreased by several
orders of magnitude! Compared to every other commodity in
the world, semiconductor chips are cheap, and continue to
get cheaper (on a per element basis) every year.

The reduction in cost per active chip element is shown in
Figure 2. Notice that while this cost continues to decrease,
there appears to be a break in the curve: one section follows
early predictions of Moore�s Law, and the other departs from
these predictions. This will be discussed later.

Figure 2: Cost per chip element

Many programs are associated with following Moore�s Law
and each has consequences for the cost per chip element, as
shown in Table 1.

1975 1997 2003
Chip complexity (index to 1)   1  10 100
Feature size reduction, µ m   2 0.25 0.08
Chip size increase, mm2  30 150 600
Wafer diameter, mm  50 200 300
Facility automation, %   5   60   80
Die yield, % good  40   85   95
Line yield, % good  40   90   95
Assembly/test yield, %  90   99   99
Defect levels, DPM  2% 500   50

Table 1: Programs to maintain Moore�s Law

Most of these programs tend to contribute to a reduction in
chip element cost, but some of them, especially those dealing
directly with increased chip and process complexity, tend to
increase that cost. Fortunately, scaling, reduced feature size,
improved yield, and increased wafer diameter more than make

up for the added costs of more expensive packages and more
complex processing.

Figure 3 shows the other major consequence of following
Moore�s Law. The reduction in cost per chip element is just
offset by the increase in element density, leading to an es-
sentially constant cost per individual chip. However, as a
result, overall factory costs increase almost exponentially as
we struggle to meet the ever increasing demand for more and
larger high-performance chips. In order to meet cost per chip
goals, cost per factory has increased to the point where high-
volume factories now cost several billion dollars! So being
successful in reducing chip costs brings its own share of
additional problems. Building, equipping, and maintaining
billion dollar factories tax even the most successful compa-
nies. This explosion of factory cost has come to be known as
Moore�s Second Law�one we do NOT wish to follow with
such great zeal!

Figure 3: Moore�s Second Law

Many of the same programs that have driven cost per chip
element down are also responsible for the trend shown in
Figure 3. In addition, some operational programs that have
had little direct influence on cost per chip element have sig-
nificant influence on factory cost. These additional programs
are shown in Table 2.

1975 1997 2003
Chip complexity (index to 1)   1  10 100
Feature size reduction, µ m   2 0.25 0.08
Chip size increase, mm2  30 150 600
Wafer diameter, mm  50 200 300
Facility automation, %   5   60   80
Die yield, % good  40   85   95
Line yield, % good  40   90   95
Assembly/test yield, %  90   99   99
Operational efficiency    1   10 100
Equipment cost    1   10   50
Defect levels, DPM  2% 500   50

Table 2: Factory cost control programs
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Tables 1 and 2 are combined, below, in Table 3, which shows
two emerging problems with regard to both cost per chip
element and factory cost containment:

1. Some goals of the programs are in conflict: lowering the
cost per element actually adds to factory cost.

2. The leverage of some of the programs is diminishing:
for example, we will not exceed 100% yield or 100% au-
tomation.

Hence, other means are necessary to meet cost projection
goals for factories and chip elements.

                                               Cost per function Factory Cost
Complexity increase Up   Up
Feature size reduction Down   Up
Chip size increase Down   Up
Wafer size increase Down   Slowing
Facility automation Down   Slowing
Die yield Down   Slowing
Line yield Down   Slowing
Assembly/test yield Down   Even
Operational efficiency Down   Down

Table 3: Comparison of programs

The major program that does not suffer from topping out or
from conflict is improving operational efficiency. However,
before we discuss this, some additional forces acting on the
manufacturing environment are discussed.

Emerging Trends
The additional forces acting on the manufacturing
environment have little to do with Moore�s Law. These forces
are discussed in the National Science Foundation sponsored
program, �Next Generation Manufacturing� conducted by
the Leaders For Manufacturing program at MIT, the Agility
Forum and the Technology to Enable Lean Manufacturing
[2]. The major issues are listed in Table 4.

Globalization refers to the fact that for a number of reasons,
industries are locating manufacturing facilities in many geo-
graphical locations, utilizing a supply of skilled workers at
reasonable wages and servicing a widely dispersed customer
base. As a result, suppliers of parts, materials, and equipment
for these factories have had to become globalized, since op-
erating conditions for manufacturers dictate that short time
to delivery to the local customer is a matter of competitive
necessity.

  · Manufacturing globalization:
-  Factories

-  Suppliers
-  Customers

  · Increased global competition
  · Increased customer expectations
  · New technologies and processes
  · Environmentally aware manufacturing
  · Human factors:

- Training and retraining
- Redeployment
- Organizational structure
- Wages and reward structure
- Globally dispersed collaboration

  · Pervasive information technology:
- Computation
- Communication

Table 4: Emerging manufacturing needs

Due to the pervasive and timely availability of information
and knowledge, global competition is more aggressive: new
products are developed and brought to market quickly to
globally distributed customers. Consequently, there is an ero-
sion of what had been known as customer loyalty. Just as
industrial jobs are no longer secure for life, brand-name loy-
alty on the part of a customer is not likely to survive; custom-
ers shop around for the most convenient or persuasive sup-
plier.

Customers� expectations are increasing: they expect on-time
delivery of high-quality customized products at prices reflec-
tive of high-volume manufacturing costs, and great service;
otherwise, they will find other suppliers without hesitation.
Quality is a given, not a differentiator; if one producer�s prod-
uct does not exhibit high quality, the customer will quickly
find someone else.

Environmental concerns are also becoming more important
in response to government regulations and societal concerns.
Industry is recognizing that environmentally sound manu-
facturing is more rewarding than environmentally insensitive
manufacturing.

Firms expecting to compete in the next millennium will have
to play this ball game, on this playing field, with these new
rules, encumbered as well by the needs and requirements
listed in Table 3. These are the challenges the semiconductor
industry faces as markets change, customer requirements
change, and political and socio-economic forces affect how
business is carried out.

Information Technology Responses

Two items listed in Table 4 were not discussed above: new
technologies, materials, and processes; and greater access
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to global information and knowledge. The first refers to the
fact that we can now create materials and structures on an
atomic scale, with properties hitherto not only unavailable,
but undreamed of. New products such as micro-motors, mi-
cro-refrigerators, micro-turbines, device analysis tools, and
packaging will probably generate significant business in the
not-too-distant future. However, since these do not concern
semiconductor chip costs at the moment, they are not dis-
cussed further here. For details on these opportunities, see
the NGM report [2] .

The explosion of information technology (IT) is however
another story. Indeed, information technology�the perva-
sive generation, storage, distribution and use of information
and knowledge�seems to be the technology that may help
resolve ALL the dilemmas of cost and competitiveness. IT
can help with the declining rate of cost per chip element and
increased cost per factory, as well as those emerging manu-
facturing needs identified in Table 4.  In the remainder of this
paper, we discuss how specific elements of information tech-
nology can be used to significantly impact all these issues.

Two applications of information technology that appear to
have the greatest leverage are operational modeling and simu-
lation, and management of knowledge assets and intellectual
capital. In addition, these programs also affect the third way
of decreasing these costs, the ramp speed to high-volume
manufacturing. (For example, Intel�s Copy EXACTLY! policy
is one way of managing our corporate knowledge and wis-
dom to increase ramp speed.) However, ramp rate improve-
ment is not discussed further in this paper. Please refer to
�The Evolution of Intel�s Copy EXACTLY! Technology Trans-
fer Method� in this issue of the Intel Technology Journal for
a fuller description of this important program.

Operational modeling and simulation (OM&S) and manage-
ment of knowledge assets and intellectual capital applica-
tions have different purposes. OM&S is used to lower the
cost and speed up the process of trying alternative solutions
to different operational scenarios. It can provide quicker and
more accurate answers to questions such as how much equip-
ment or how many people are needed to perform a given
number of activities; how can a factory be laid out for im-
proved efficiency; how can equipment be best located to
provide high throughput and still be easily accessible for
maintenance; or how equipment operation can be best sched-
uled to improve overall capital utilization. In order to answer
these questions, different alternatives can be tried out on the
computer, saving months or years of physical experimenta-
tion time, and millions or even tens of millions of dollars of
experimental materials and equipment time.

In Knowledge Management (KM), ever more transient users
can access vast sources of data, information and knowledge

in real time to enable them to make more informed and higher
quality decisions.  This information is wide in scope and
sufficiently deep to enable one versed in the use of such
technology to make and execute decisions with unparalleled
ability. Considering that the value of a corporation is more
and more dependent on intellectual assets (patents, know-
how, trade secrets, processing and product knowledge, best-
known methods, etc.) than on capital assets (equipment,
buildings, rights of way, etc.) it is not surprising that signifi-
cant attention is now being paid to knowledge management.

Both OM&S and KM can be beneficially applied to the many
domains of manufacturing including scheduling, using the
theory of constraints tied to operational models; enterprise
integration tied to enterprise models; electronic commerce;
capacity planning and factory layout improvements, tied to
comprehensive factory models; improved equipment utiliza-
tion and performance, tied to equipment and material han-
dling models. All these domains can benefit significantly from
OM&S and KM. Using these methods, we can now start to
overcome some of the limitations we face as yields approach
100%, as factory automation approaches an economical limit,
and as increased wafer diameter and increased package com-
plexity continue to add to the cost of running a large factory.

Some examples of how these two information and knowledge
capabilities can be used to help improve operational effi-
ciency are illustrated below.

Operational Modeling
OM&S is used widely in process development, wafer fabri-
cation, assembly test, manufacturing support, and other parts
of the manufacturing enterprise. Savings accrued through
the use of OM&S can be substantial, in the hundreds of
millions of dollars.

Generally speaking, OM&S capabilities are directly linked to
improvement of major factory performance metrics: cost re-
duction, delivery improvement, quality improvement or prod-
uct performance improvement. Factory improvement issues
are often stated thus: �If I change this and that, how does the
result affect my bottom line performance?� or �What if I did
this instead of that (if I added or removed people from the
line; if I laid out the equipment differently; if I used this strat-
egy vs. that one to schedule downtime, and so on), how
would factory performance be changed?� Consequently,
OM&S programs are often called �what-if� scenarios. They
are used to save time and money. Running a physical experi-
ment, i.e., re-laying out a product line, can take months or
years compared to running a simulation, which can take min-
utes or hours. Or, running a physical experiment can cost too
much. Running a single experiment in an operating fab could
cost hundreds of thousands of dollars.
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Application of OM&S Technology
The following are examples of how OM&S technology can
be applied:

• Comparison of Continuous Flow Manufacturing (CFM)
to current Functional Flow Manufacturing practices in
the production of  Single Edge Connector Cartridge
(SECc) modules may be applicable to other manufactur-
ing facilities.

• Dedication of particular stepper lenses to particular lots
in fabs to improve overall factory performance.

• Increase in WIP turns using full factory simulation to
enhance use of information to improve performance.

• Evaluation of the effects of lot size on factory perfor-
mance to determine optimum lot size.

• Evaluation of the effects of modifying operational poli-
cies on scheduling use of factory equipment to increase
utilization without adding more equipment.

More detailed discussions of applications of operational
modeling may be found in Court Hilton�s paper entitled
�Manufacturing Operations System Design and Analysis�
and Karl Kempf�s paper �Improving Throughput Across the
Factory Life-Cycle� also appearing in this Q4�98 issue of the
Intel Technology Journal.

Note that all of the above examples are specific applications;
they do something for someone who has a specific issue to
resolve. As such, they are highly beneficial. But the real pay-
off comes when all these applications are linked through some
integrated, hierarchical model. The benefits of such a model
can be imagined by comparing it to Microsoft Windows ∗. In
Microsoft Windows, each application (Word*, Excel*,
PowerPoint*, etc.) is individually very useful, but the ability
to share textual and image objects between applications
greatly enhances the whole. The total Windows environ-
ment is more than just the sum of its parts.

So part of the evolving OM&S effort is aimed at defining a
modeling hierarchy, and establishing the links and infrastruc-
ture between modeling elements, to make the entire modeling
environment much more than the sum of the individual com-
ponents. This is schematically illustrated in Figure 4, where
the NOW environment shows individual models, distributed
through the manufacturing enterprise, and the FUTURE sce-
nario shows an evenly distributed, linked hierarchy of mod-
els.

Figure 4: Modeling hierarchy

The scope of operational modeling is very broad, as illus-
trated in Figure 5. For convenience, the operational environ-
ment has been divided into three roughly equal domains:
those dealing directly with product (the PHYSICAL DO-
MAIN), those dealing with the data and information associ-
ated both with the product and with the factory itself (the
INFORMATION DOMAIN), and those dealing with back-
ground and support issues (the INFRASTRUCTURE DO-
MAIN). Each of these domains is itself sub-categorized, as
shown in Figure 5.

      

Figure 5: Model scope

Each sub-category is made up of sub-sub-categories, and so
on, until one reaches the lowest level of the model hierarchy.
Hence, each topic can have applications, roadmaps, goals,
interfaces, etc.; the question is, how many of these topics
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have common elements and should actually be integrated
with one another. This integration is both lateral, meaning
across equivalent levels of hierarchy, as well as being up and
down the chain of model hierarchy. It raises interesting philo-
sophical questions about model integration, as well as deep
practical questions of how one may make modeling capabili-
ties more cost-effective and efficient.

Knowledge Management
Whereas OM&S technology provides a fairly direct link be-
tween the capability of a technology and factory performance,
knowledge management (KM) technology is one step re-
moved from such a direct link. Indeed, KM is a logical coun-
terpart of physical asset management, the leveraging of our
physical capital (land, factories, computers, equipment, etc.)
to improve profitability. KM leverages �knowledge capital�
(patents, trademarks, know-how, competencies, skills, tacit
or unwritten knowledge, relationships, etc.). Since, at the
present time, the value of these intellectual assets is not    really
understood, the first goal of KM is to define a set of metrics
that allows one to know even if there is any leverage to intel-
lectual capital.

One rough estimate may be made by comparing the value of
a company in the eyes of its stockholders to the paper value
of the company�s physical assets. In the case of Intel, the
stock value (shares outstanding times price) is about $120
Billion, while the physical assets have a value of about $25
Billion. The difference, about $95 Billion, or four times the
physical asset value, may be ascribed to non-physical as-
sets!

KM capabilities may be defined using the following model.
KM is divided into four large domains: the creation of knowl-
edge, the capture and structure of knowledge, the dissemina-
tion of knowledge, and the application of knowledge. Some
attributes of each of these four categories are shown below
in Table 5.

The two areas that require most attention are items 2 and 3 in
Table 5: the collection, structuring, and indexing of knowl-
edge, and the secure, rapid dissemination of knowledge to
potential users. Of primary interest are metrics: understand-
ing how to value the intellectual assets of the enterprise, and
indexing: the categorization of knowledge for rapid and ubiq-
uitous application. Also of great significance is the knowl-
edge tool environment. Much like the information tools of
prior generations, knowledge tools are rapidly emerging and
evolving. We expect that a knowledge tool environment simi-
lar in concept to the Windows* information environment will
emerge, thereby allowing us to exchange knowledge objects
in much the same way as we already exchange information
objects.

1. Knowledge Creation
-  Research
-  Brainstorming
-  Strategizing
-  Synthesizing

2. Knowledge Structure
-  Data  and knowledge databases
-  Indexing
-  Training development
-  Report generation
-  Knowledge management tools

3. Knowledge Dissemination
-  Inter- and Intranet
-  Education and training
-  Electronic mail
-  Reading
-  Browsers and interfaces
-  Security precautions

4. Knowledge Application
-  Problem solving
-  Strategizing
-  Decision making
-  Managing and metrics
Table 5: Knowledge management domain

Some potential areas where knowledge management can be
applied are as follows:

• Understanding and matching of core competencies of
individuals with attributes of job needs.

• Providing a �Knowledge Atlas,� a visual environment in
which employees can guide themselves to find knowl-
edge items, for example,  �how do I do this?�; �who do I
see to do that?�; or  �who is the expert on this?�.

• Developing tools that leverage an employee�s job skills,
allowing people to take on more responsible jobs using
knowledge assistants for help.

• Better problem solving by providing access to vast and
comprehensive knowledge bases of past occurrences,
tied to the nature of a problem rather than to simple key-
word searches.

Knowledge management tools will help make us a more effi-
cient company by providing access to knowledge to people
who need it, wherever they are and whatever the problem set.
We should then be able to make faster and wiser decisions,
resulting in significant improvements in factory and even
enterprise performance.
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Organizational Issues
Pursuit of information and knowledge technology, as given
in the examples above, is not free. In particular, in addition to
the obvious need for technical skills, there is a need to under-
stand and respond to the managerial and organizational skills
required for success.

At one time, the resources required to operate a factory con-
sisted almost universally of people who had their hands on
the product: moving it, processing it, assembling it, storing
it. Currently, the trend is towards having a greater percentage
of the workforce spending time on the processing of data
and information. They gather data, analyze data, and convert
these data to information. This information is then stored,
transmitted, and disseminated, so that decisions can be made
and our knowledge increased. Meanwhile, the total workforce
is decreasing through physical and logical productivity im-
provement.

The result of these two trends is schematically illustrated in
Figure 5 below. The total workforce is decreasing, while the
percentage of IT and software personnel is increasing.

Figure 6: IT headcount projections

There are two personnel issues to confront as a result of
these trends: the first is the evolution of the factory workforce
from process-centric to one that is more information-centric.
The processing domain is equipment dominated, where our
equipment suppliers own the core competencies. As more
and more information processing is incorporated into the
factory, more technologists will be necessary in the IT pro-
cessing field. However, this problem is fairly manageable;
Intel is an expert at managing technology.

The real issues are those of organization and management.
Managing process is straightforward: align the management
organizations functionally, for example, with cross-cutting
metrics such as yield, cost, delivery, etc. Managing the infor-
mation organization is different, however. The cross-cutting

disciplines such as platforms, software, and databases are
not conducive to factory management, but the information
technology does not map well to the traditional metrics of
yield, delivery, etc. Furthermore, the skills of management
need to be different. Management  needs to be more profi-
cient in IT skills; their current skill set is technologically ori-
ented towards processing technology.

These management and organizational issues need to be dealt
with concurrent with the growth of IT technology.

Conclusions
It seems clear that our industry is departing from at least
some of Gordon Moore�s earlier quantitative predictions. One
of these is illustrated in Figure 6. Gordon�s 1974 tongue-in-
cheek but genuine extrapolation of wafer sizes suggested
that by the year 2000, we would have 57-inch diameter wa-
fers! Clearly, this is off by about an order of magnitude. Yet
simple extrapolations of Gordon�s trends does lead to quali-
tatively correct predictions.

Figure 7: �Extrapolated� Year 1999 wafer size[1]

Regardless, two trends seem inescapable: everything in the
production of semiconductor devices is moving toward more
expensive factories, and there is swiftly expanding use of
information and knowledge to reduce costs, improve deliv-
ery, and improve quality. These two trends need to be linked
to try to alleviate the effects of the former by using the latter.
At the same time, one must also recognize the emergence of
other forces: the need for cleaner, safer, and less energy-
consuming manufacturing enterprises, the evolution and in-
deed revolution of materials and materials� processing, and
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the change from local politics and culture to global politics
and culture. All these trends will result in a significantly
greater emphasis being put on manufacturing as a competi-
tive weapon in the 21st century.
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Abstract
Semiconductor manufacturing is characterized by very com-
plex process flows made up of individual process steps, many
of which are built to very close tolerances. Furthermore, there
are complex interactions in these process flows, whereby
each process step can affect many other steps, and each final
device parameter might be determined by the results from
many inputs. This level of complexity is increasing with each
new technology generation.  Items that were once consid-
ered second-order effects, such as barometric pressure and
ultra pure water temperature, are now important variables
affecting process results.

The costs of technology development and capital equipment
for production are very high and are increasing with each
generation, thus making technology transfer very important.
Once a new process flow and product portfolio have been
developed, it is essential that the technology transfer to mass
production take place as quickly as possible, without disrup-
tive quality issues, and with the highest possible yield. No
time is available to debug new problems that occur during
the transfer.

The traditional technology transfer approach often allows
many equipment and process changes to be made. These
changes are intended as improvements in the process, or
they are for the convenience of the production factory, which
may be already producing other products.  As semiconduc-
tor technology becomes more complex, these changes have
resulted in unforeseen problems that cause production start-
up delays and inferior results.

The Copy EXACTLY! philosophy and systems were devel-
oped [6] in order to minimize the time required for a technol-
ogy to be transferred and to ensure product quality and yields
are not compromised. The methodology has been improved
and refined, and has become an important element in Intel�s
overall manufacturing strategy [1]. This paper describes the
Copy EXACTLY! methodology and the increase in technol-
ogy transfer performance that it has brought about. Some
side benefits of this methodology are also discussed.

Introduction
Table 1 shows the typical technology transfer approaches
used over the last ten years or so.  At the 1.5-micron genera-
tion, process flows were much simpler than they are today.  A
small band of technical experts would typically be employed
to orchestrate a successful technology transfer.  Generally
there would be few ground rules.  Since there is always a
lengthy �certification� or �qualification� exercise to prove
product quality and reliability, the transfer from R&D to manu-
facturing, or to a new factory, offered the opportunity to
introduce improvements to the equipment and process.  The
latest model equipment or even a new vendor might be cho-
sen. Process recipes could be changed to improve them.  In
the case of an existing factory picking up a new process flow,
changes were made to match existing processes and meth-
ods to improve efficiency and productivity. Sometimes, a
wafer size conversion would even be made at the same time,
involving many changes.  Overall, however, the number of
variables was relatively small, which made it simple to trouble
shoot any results that did not come out as expected.

Table 1: Technology transfer strategies

For the one-micron generation, technology transfer started
to get more complicated.  A structured methodology was
needed, whereby each process step would be measured to
ensure it matched a target value or complied with a set of
specification limits [2] [3].  Most projects, however, only fo-
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cused on matching device and final product parameters. As
long as these were correct, changes would still be introduced
as a part of the transfer process.

For the sub-micron generation, the above approach has had
its share of problems. There are many more process steps
today, and many of them are made up of several components.
For example, a typical metal or dielectric layer is now a sand-
wich of multiple layers of different materials and composi-
tions.  Very fine device structures are subject to different
effects, such as inter-layer stresses and adhesion.  Phenom-
ena that were once considered second-order effects now have
a significant effect on the process result.  Among these are
barometric pressure and ultra pure rinse water temperature.
In general, the process is manufactured with much closer
tolerances, increasing the importance of process control. Even
the length of an electrode cooling hose has had a catastrophic
effect, but this is a very subtle variable to find.  With larger
die sizes, defect control becomes even more critical, and the
way the process is actually run becomes a more important
factor.  An example is preventive maintenance intervals and
workmanship. Many of the factors just mentioned are diffi-
cult to measure and quantify, which makes them dangerous
�unknowns� during a technology transfer project.  When
many changes are made, the risk of something going wrong
is greatly increased.  Moreover, if something does not come
out as expected, the number of variables that have to be
studied when trouble shooting the problem is greatly in-
creased.  The amount of experimentation and therefore, time,
required to find the problem increases as a power function of
the number of variables involved.  If the problem is a
showstopper, for example affecting the product reliability,
the end result is a costly delay.  Even if this is not the case,
yields may be depressed for an extended period.

Figure 1 shows one example of using the traditional approach
for the 1.0-micron technology generation.  The die per wafer
yield is one of the most important variables in wafer fabrica-
tion and is used in this example.  (The graph is normalized for
die size).  Other factors affecting product performance or
manufacturing efficiency showed similar trends.  The first
production factory in this example, which was a brand new
facility, obtained results that reasonably matched the parent
R&D line.  You can see the yields improve further as improve-
ments were made and the organizations moved down their
learning curves.  Note, however, the divergence at the end of
Year 2. The technology transfer results were good [2]; how-
ever, yields diverged as the R&D line focussed on yield im-
provement, and the manufacturing line concentrated on in-

creasing volume.

Figure 1: Traditional technology transfer method for the

1.0-micron generation

Eventually the yields did converge.  The second and third

factories, which were already manufacturing different pro-

cess flows, made many changes to the process and equip-

ment and used their existing manufacturing methods. It took

several months of task force actions to catch up, by which

time the first factory was moving further ahead.  In effect, the

same learning curve was repeated independently by every

factory.  For the 0.8-micron generation, a new factory start up

and a new product introduction were delayed by three months

while a device reliability problem was solved, and it took

approximately one year to obtain equivalent yields [4].

Method

For sub-micron technology, it was realized that a fundamen-

tally new approach would be needed in order to accomplish

an �order of magnitude improvement� in the effectiveness of

technology transfer.  The Copy EXACTLY! philosophy and

systems were developed [5] [6] for the 0.5-micron generation,

and they have become a key part of Intel�s manufacturing

strategy [1]. The capital letters, underline, and exclamation

point emphasize the paradigm shift that is required to trans-

fer technology using this method.

Copy EXACTLY! Philosophy

Stated in its simplest form, �everything which might affect

the process, or how it is run� is to be copied down to the

finest detail, unless it is either physically impossible to do

so, or there is an overwhelming competitive benefit to intro-

ducing a change.  This philosophy differs greatly from the

traditional method.  In practice, there are always some issues

Intel Technology Journal Q4�98

The Evolution of Intel�s Copy Exactly! Technology Transfer Method                                                                                       2



that crop up and prevent an exact copy being made, so it was

important to provide for making some changes in a controlled

fashion without opening the field too much.  For example, in

Europe the supply voltage and frequency can be different

than those in the U.S., so these had to be accommodated.

Moreover, engineers are typically trained and rewarded for

making improvements, which in the semiconductor industry

implies orchestrating change.  Even the educational system

stresses independent work, and copying is seen as cheating.

Making a philosophical statement is obviously much easier

than implementing it within a large team of R&D and manu-

facturing engineers. Therefore, a comprehensive set of sys-

tems was put in place to ensure it would be implemented, and

this set of systems is discussed in the next section.

Systems

The systems that were implemented are as follows:

Four level matching: Traditionally, it has been considered
acceptable if the final product parameters are matched be-
tween the R&D line and manufacturing. However, the Copy
EXACTLY! approach requires four levels of matching.  These
are illustrated in Figure 2.

Figure 2: Four-level matching

• Firstly, the physical inputs have to be matched.  These
are the energies and materials supplied to the process
chambers: for example, gas flows, temperatures, pres-
sures, RF power, and so forth.  These might be supplied
to the equipment by external sources or be generated
within the equipment itself.  Everything about the equip-
ment and its installation must be an exact copy down to
the diameters of piping and the number of bends, board
revisions, software, etc.  The settings for these param-
eters and anything that might affect them are copied.
Standards are generated to allow measurement and com-
parison, and the values are measured and matched.

• Secondly, data is collected at the process step output
level on parameters such as film thickness, resistance,
composition, etc., and they are compared to results at
the R&D site.

• Thirdly, a comparison is made at the module level, using
test structures such as oxide capacitors and metal ser-
pentine patterns.

• Fourthly, the actual product characteristics are measured
and matched.

Formal statistical tests are used at each level.  If the match
passes these tests, then we proceed to the next level and so
on.  If the match does not pass the tests, the root cause must
be found and eliminated.  If it can�t be found, trouble shoot-
ing occurs to find out which of the previous level inputs is
responsible because, despite best efforts, something may
have been overlooked.  It is vitally important to avoid the
temptation to make a compensating adjustment.  Due to the
complexities involved, an adjustment may result in an inter-
acting parameter, possibly something not measured, being
mismatched.

A change control system: Most factories have some kind of
approval process for making changes to a production pro-
cess, either in the form of a sign-off list or a formal change-
control committee.  Generally there is some kind of record of
the data showing the benefits of the change.  The R&D line
continues to make improvements to finish off the technology
development and, in many cases, they may also run some
level of samples and production output.  With Copy EX-
ACTLY! change control is started before technology trans-
fer, and all changes are implemented directly into both the
R&D and production lines within one week, or according to
an approved schedule.  The pace of R&D work is not allowed
to slow, so careful planning is required to ensure the new line
is ready to accept the changes in real time.  Any engineer
from the manufacturing line who has a good idea for im-
provement is encouraged to pursue it.  The only difference
from the traditional approach is that the idea must be imple-
mented simultaneously at all sites.  The change control board
is responsible for the smooth operation of the system, which
includes ensuring that the additional requirements do not
slow down the rate of improvement.

Equipment difference form: In the Copy EXACTLY! system,
each first piece of equipment in the new factory or on the new
process flow in the existing factory is treated as a change,
subject to change control.  Audits are conducted and an
Equipment Difference Form is prepared from each.  This form
documents the actual difference, what risks it might pose,
and the corrective action plan. This is formally reviewed by
management.
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Supplier education: Equipment and materials� suppliers are
constantly improving their products in response to demands
from the semiconductor industry for improvement.  These
changes are still desirable; however, with Copy EXACTLY!
they are first introduced into the R&D line and from there
transferred to production.  The suppliers are a vital part of
the technology transfer and need to be thoroughly educated
on the new concept and systems.

Audits:  An audit is a formal procedure whereby engineers
from R&D and from production audit both lines.  These au-
dits are required and scheduled as part of the technology
transfer and are ongoing for a period thereafter.  A report is
written for each audit, detailing plans to correct all differ-
ences found.

Joint specifications: Since the equipment, process recipes,
and procedures are all the same, there is no reason why the
documents provided for training and manufacturing opera-
tions cannot be the same.  These are not copies; they are the
same documents, either paper or electronic.

Questions and answers (Q&A): Different engineers tend to
interpret the Copy EXACTLY! message in different ways.
For example, some engineers might say, �Surely if I make sure
the pressure is the same, then it doesn�t matter if I use a
different pump with less bends in the vacuum line.�  The
answer to this particular question is �Yes, it does make a
difference, and no, it�s not ok to make a change.�  The ratio-
nale is that you might be able to get the same result under
ideal conditions, but the only way to guarantee you will al-
ways get the same results, both steady state and transients,
under all possible conditions of environment, age, etc., is to
copy the configuration exactly.  To deal with this type of
question, a detailed Q&A list was prepared and communi-
cated to all engineers involved on the project.

Systems Synergy

The scope of copy EXACTLY! for the 0.5-micron technology
was for the most part limited to anything that might have an
impact on the process, or how it is run. The motivation was to
guarantee equivalent yields, starting with the first wafer, and
to ensure there were no reliability problems to delay produc-
tion. One recommendation [7] from this program was that the
concept could be extended into other areas as a way to fur-
ther accelerate new factory start-ups and the manufacturing
ramp of new-generation technologies.

The 0.35- and 0.25-micron generation technology transfers
[8] took the Copy EXACTLY! method a step further into what
has been described as total �Systems Synergy,� where al-
most every aspect of the fabs are identical at multiple geo-
graphic sites. The 0.8- and 0.5-micron generations both had a
�virtual factory� organization structure and a series of com-

mittees to set the strategic direction and manage the technol-
ogy. For the 0.35- and 0.25-micron technology, this has been
expanded: a Steering Committee at the plant manager level
sets the overall direction, Joint Engineering Managers� Teams
manage the technology, and individual Joint Engineering
Teams work the details at the process and equipment level.
Similar structures exist in other areas, such as Manufacturing
Operations and Automation, and a �Joint Synergy Team�
manages the overall system.

Results
Figure 3 shows some typical results obtained from Copy
EXACTLY!  Two new factories were successfully brought on
line with the same yield results as the parent R&D line. Fur-
thermore, all three lines were able to improve their yields
together by implementing improvements simultaneously.
Other parameters such as product quality and reliability and
manufacturing efficiency also matched very closely.

Figure 3: Copy EXACTLY! technology transfer method for
the 0.5-micron generation

As always with projects of this magnitude and complexity,
there were some issues encountered along the way.  For ex-
ample, a very subtle problem affecting the integrity of the
sub-micron metal lines was found. However, since the pro-
cess had been copied so precisely, trouble shooting became
an exercise in revisiting the exceptions that had been made
and auditing to look for unforeseen errors in copying.  In this
example, two variables were identified as suspects, and a
simple experiment on test wafers identified the cause within a
week. A simple typographical error had been made in enter-
ing a process recipe.  The problem was very subtle and would
have taken many weeks to identify if a traditional transfer
approach had been used. In addition, areas for improvement
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in the technology were known and found in both sites.  Since
no new problems were introduced as a result of the technol-
ogy transfer, the number of engineers and other resources
available for basic improvement work was greatly increased.
Moreover, the overall technology transfers to two new 0.5-
micron factories were accomplished in record time with very
few problems along the way.

Figure 4 shows the results obtained on the 0.25-micron tech-
nology generation, using copy EXACTLY! and  Systems
Synergy.

Figure 4:  Copy EXACTLY! technology transfer method
for the  0.25-micron generation

It is now routine for new Intel factories or new technologies
that were transferred to obtain equivalent yield starting with
the first check-out wafer. Production quantities of products
are started immediately since there is such confidence the
product will be good.

Discussion
The difficulties in implementing this new philosophy and
system are not to be underestimated.  Any major project,
such as a new factory or new process flow in an existing
factory, is started with the ambition to get the best ever re-
sults.  Engineers are trained and rewarded for doing improve-
ment projects, and product re-qualification affords them such
an opportunity.  The natural tendency is thus to use the new
start-up as an opportunity to implement improvements.  To
change the mind set of a large body of technical experts
requires a very simple message, consistently delivered, and
backed up by a set of systems that make it difficult to behave
differently from the desired state.  With Copy EXACTLY!,
the message to the production engineers was to achieve the
best ever replication in the fastest possible time, and it will be
considered the �best ever.�  Once the new products are up
and running, with good stability and in high volume, the

production line engineers earn the right to take a leadership
role in making improvements.  In the meantime, ideas are still
welcome, but they are implemented through the R&D organi-
zation and at the same time at both sites.  The R&D engineers
also need to make some sacrifices.  To make changes they
now need the support of the production line engineers.

The results obtained clearly show the merit of the Copy
EXACTLY! philosophy and systems.  The process flow was
transferred to two new factories in record time with equiva-
lent yield and other indicators, and with no product quality
issues.  The new lines were able to precisely intercept the
technology learning curve.

A number of other benefits were also realized and are as
follows:

Customer acceptance: Many major customers for integrated
circuits are well aware of the risks in changing manufacturing
plants and will typically demand the opportunity to re-qualify
a second source. If the supplier has a high credibility rating,
this may simply require a study of all the data from the new
line. However, in many cases the customer may want sample
devices to submit to his/her own testing, or to a third party
laboratory. He/she may also require a site visit and an oppor-
tunity to audit the new line. In all cases there will be addi-
tional costs and delays in time to market. However, once the
customers understood the Copy EXACTLY! method, many
of these concerns, costs, and delays were eliminated.

On-going mutual synergy and shared learning: In the ex-
ample outlined here, the R&D line continued to manufacture
the new products along with the two manufacturing lines. By
keeping the process in lock step at all three sites it was pos-
sible to share the improvement projects among them. Im-
provements were characterized in one site and transferred to
the others with minimal effort. In effect, the number of engi-
neers per process step or per area for improvement is in-
creased, as is the number of improvement ideas generated.

Manufacturing flexibility: With three sites running the exact
same process, products were easily transferred back and forth
with no re-qualification, other than checking the mask set.
Using free capacity at another site has also solved manufac-
turing bottlenecks.

Conclusion
The Copy EXACTLY! method has proven itself as a tech-
nique for semiconductor technology transfer. A new process
flow and products can be introduced to production in mini-
mum time with equivalent yields and without the introduc-
tion of product-quality issues. Both manufacturer and cus-
tomers can reduce their time to market. This approach could
equally be employed in other industries where the technol-
ogy is complex and has many interacting variables affecting
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the end result. The concept has been successfully expanded
to cover all systems used in manufacturing.

Caution

Copy EXACTLY! is a powerful method for technology trans-
fer, but should not be applied during technology develop-
ment. By definition, technology development means taking
new processes and improving and integrating them to create
a new generation process flow with greater capabilities. While
it may be decided that some existing process modules and
equipment can be reused as they are, in general, technology
development requires great creativity and innovation. Tech-
nology development would be dampened by the rigid disci-
pline required during technology transfer and manufactur-
ing.

High-volume manufacturing also demands a high degree of
change. Yields must be continuously increased, efficiencies
improved, and costs reduced. It is vitally important that the
systems used to manage change strike a good balance be-
tween the discipline required to keep the factory under con-
trol and the creativity and innovation required for continu-
ous improvement.  Manufacturing improvement systems
need to be very fast-moving and flexible. Multiple factories
running the same process and products should remain
matched, but not necessarily identical at all times. New ap-
proaches should be tested in one site and proliferated to
others when proven.

Finally, the Copy EXACTLY! method is designed to match all
factors that impact the process or how it is run. Other sys-
tems might benefit from matching, but time and money should
not be wasted on matching factors that have no impact on
the overall process.
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Abstract
This paper describes manufacturing operations design
and analysis at Intel.  The complexities and forces of both
the market and the manufacturing process combine to
make the development of improved semiconductor
fabrication manufacturing strategies (like lot dispatching,
micro and macro scheduling policies, labor utilization,
layout, etc.) particularly important.   We present
modeling as an effective way to further this
improvement.  We describe various categories of models
and why they are useful.  We present an overview of
eight examples of how we are using modeling to improve
manufacturing performance and cost.  These summaries
illustrate how millions of dollars have been saved in
direct cost and/or cost avoidance.  We conclude with a
brief discussion of next steps and cautions for those
establishing a manufacturing operations’ group.

Introduction
In A Tale of Two Cities, Charles Dickens begins, “It was
the best of times, it was the worst of times… ” [1]. Never
in history has more reliable semiconductor power been
available to the consumer at such a low price.  And never
in history have the pressures on the manufacturers of
these devices been more severe.  In essence, it is the best
and worst of times. Product complexity is rising, market
and product segmentation is increasingly fracturing the
market, lead times are shrinking, available margins are
shrinking, the cost to bring a semiconductor fab on line is
doubling every three to six years, and the historical
avenues of cost improvement— device yields, line yields,
and even device shrinking— are all approaching limits.

Intel’s product manufacturing occurs in several phases:
fabrication of the silicon-based device, testing, assembly
and packing of the device, testing again, and sometimes
assembly of the computer system or sub-system together
with its testing yet again.  Further complexity is
introduced into each of these manufacturing processes in

an effort to meet the demands for special market-driven
product features.

The wafer fabs, which produce the silicon-based devices,
use complex processes involving two billion dollars of
equipment and 300-500 operational steps all housed in
an ultra-clean environment.  Fabs typically require on the
order of a thousand direct staff to operate. The material
does not move through the factory in a linear fashion
from front to back, but loops back on itself, revisiting
some areas sometimes more than twenty times.    This
creates all sorts of “feedback loops” (known as re-
entrancy) in the dynamic response of the factory to
perturbations on the factory floor and in the marketplace.
These perturbations can be dampened or amplified
depending on factory design, operational policies, and the
current state of the material being manufactured.   The
majority of wafer fab cost arises from capital equipment
costs. Wafer fabs feed other assembly and test operations
where the devices are packaged and tested under a variety
of additional constraints.   Assembly and test
manufacturing flows are generally linear and have
several dozen processing steps. To build and equip a
factory costs in the order of hundreds of millions of
dollars.  These factories require hundreds of direct staff
to operate.

Most of the high-revenue products being manufactured
today did not exist two years ago.  Market forces, often
not well understood, can drive product functionality as
well as product packaging through radical changes
within a short period of time.    Each new generation of
product, introduced every 12-24 months, requires new
and even more costly process equipment.  Often this
equipment is itself on the cutting edge of technology and
does not always have the performance or reliability
desired for cost-effective operation.   This short product
lifecycle makes the reuse of equipment and the flexibility
of factory use very important.
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At the SEMI-Advanced Semiconductor Manufacturing
Conference in 1997, Clark Fuhs, Director/Principle
Analyst of the Semiconductor Manufacturing Group for
Dataquest said, “The next productivity leap in the
semiconductor industry will have to come through the
implementation of manufacturing science and of
industrial engineering practices” [2].     Manufacturing
science, or “factory physics” as we like to refer to it, “is a
systematic description of the underlying behavior of
manufacturing systems” [3].   To understand this
underlying behavior of systems of this complexity and
cost, we typically do not experiment directly with the
manufacturing operation.  Rather, validated computer-
based models are built to describe the behavior, and these
models are used to develop and test factory design and
operational practices that will optimize factory
performance and flexibility at the lowest cost.

Models: Lies Or Oracles?
From a certain point of view, a model is a lie. From
another perspective, it may be an oracle. A model is a lie
in the sense that it is a purposeful simplification of a
problem with the intent of focusing attention on what are
believed to be the critical-few discriminating attributes or
salient concepts. A model can be an oracle in the sense
that an appropriate model allows us to conveniently
manipulate complex systems and find answers to
questions we could not approach in any other way.
Models may be very detailed or very general (i.e., they
are written at different levels of abstraction).   Various
model evaluation techniques are used within computer-
based models, from simple spreadsheets to complex full-
factory discrete-event simulations.  Table 1 is a
comparison of various types of model abstractions used in
a study of a representative assembly plant operation. [4].
Note in Table 1, MTTF and MTTR refer to equipment
Mean- Time-To-Fail and Mean-Time-To-Repair.

This paper focuses primarily on describing applications
of computer-based models that attempt to represent
complex and dynamic manufacturing interrelationships.
This class of models is known as discrete-event
simulations (DES).  DES models are used at Intel to
evaluate a variety of system performance, design,
automation, and operational issues in a cost-effective,
non-disruptive, statistical, and realistic fashion. Figure 1
shows the 12 areas in which we focus our efforts.

DES models can often help in decision making whenever
one or more of the following conditions exists [5]:

• equipment utilization is greater than ~80%

• synchronization or merging of separate operations
occurs

• manufacturing actions interact with outside events

• operations with widely variable completion times
interact

• contention for resources or timing constraints exists

Equipment

   Area

Factory

                   Enterprise

Design    Ramp    Run
Figure 1: Scope of operations modeling activities
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Table 1: Example comparison of various types of model
abstractions used in solving an equipment linking design
problem for an assembly operation

The Design of Experiments

Infinite Possibilities
A number of designed experiments, using static and
discrete-event simulation models, are required to
determine the expected factory performance under
various conditions. To limit the infinite number of
possible experiments, fractional and full-factorial designs
can be iteratively used to define efficient sets of factory
conditions to simulate.

Inputs and outputs
Our simulated factory inputs and outputs are similar to
those found in an actual factory. Inputs include
equipment count and layout; process time (units per
hour); distributions for mean time to fail, repair, and
assist; preventive maintenance (PM) time profiles; work
in process (WIP) management policies including
materials release; setup and batching policies;
transportation times; labor availability profiles; and
process flow definitions. Likewise, model outputs include
equipment utilization, throughput times (TPT), and
factory output (often referred to as “outs”).

How Outputs are Reported
Simulation outputs are normally reported as differences
or ratios of one scenario versus a baseline scenario. For
example, rather than report a TPT, one would instead
report that the simulation has a TPT that is 2.3 times the
theoretical TPT, or that scenario B provides 10 percent
more capacity than a baseline scenario A. This type of
comparative reporting is useful because it allows the
experimenter to focus on the key differences under study
while normalizing away model simplifications in areas of
less interest.   For example, in this report we employ a
“TPT Ratio,” which is the ratio of a scenario of the
simulated TPT, to an arbitrary baseline-theoretic TPT.
The intent is for the ratio to be interpreted conceptually
as a TPT.

Insight Through Sensitivity Studies
In a sensitivity study, outputs are measured over a range
of input variable values. This is an excellent technique
for understanding the expected range of the modeled
factory performance, for developing intuition about how a
specific manufacturing floor will perform, for
understanding the impact on the study of questionable
input data, and for verifying model performance. We
have made extensive use of sensitivity studies in the
majority of work reported here.

Example Model-Based Manufacturing
Studies

Ergonomic Simulations
As unit volumes increase in the back-end, and as wafer
size and weight increase in the front-end, our factory
personnel experience ever increasing physical demands.
In an industry unaccustomed to dealing with heavy
and/or sustained physical labor, this poses new
challenges for factory operation and design.  We applied
a specialized simulation-modeling environment that
combines advanced software and computational
techniques with standard ergonomic metrics and detailed
full-motion models of humans [8].   The DES models,
which define task type and frequency, are seamlessly
merged with ergo models, which evaluate the physical
impact of programmed actions on the worker.   To enable
visualization of the stresses, a display environment
capable of stereoscopic 3-D showed worker actions in
real-time from any perspective (including that of the
wafer if you are so inclined!).  In this environment, the
upper limbs of virtual workers dynamically changed color
to express the degree of strain to which they were subject
during their activities.  Ergonomic evaluations included
reachability, field of view, RULA (rapid upper limb
assessment), posture analysis, NIOSH lifting guidelines,
energy expenditure, and activity timing.    These models,
together with other factory, cost, and strategic models
were used to support our selection of an optimized wafer-
lot size of 25 wafers to be used in our next generation
300mm wafer fabs.

Design for Environment
Intel is active in assuring safe and high-quality
environmental conditions for its workers and the families
that live in the communities where it operates.  In
addition, the environmental permitting process, required
by our operations, often requires more lead time than it
does to build and start up a manufacturing facility.

Design for Environment is integrated into our process
introduction business plans and has targets that must be
met, just like other process goals. Key to a Design for
Environment program is the use of a variety of models
including an integrated mass and energy balance model.
This static model incorporates the best data and models
from throughout the corporation and is interfaced with
our factory design models.  These models allow us to
project, years in advance, the effluent and energy
demands of our processes.  Where needed, process
changes can be made to assure environmental quality.
This also allows us to effectively target R&D efforts with
suppliers, universities, and national labs to assure more
benign processes.
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This approach is working successfully.  As shown in
Figures 2 and 3 we continue to use less water / (silicon
area manufactured), and our air emissions are better from
generation to generation.

0
1994 1996 1998

Yr

Gallons

Current Projections

1993 NM Site Consumption
Forecast

Figure 2: NM site water consumption per amount of
silicon manufactured
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Figure 3: Targeted VOC emissions as a function of
process generation (microns).  Emissions are normalized

by square centimeter of silicon devices manufactured.

We also have comprehensive programs to reduce,
recover, and/or recycle a variety of our processing
chemicals.  Modeling also plays a role in these efforts.
For example,  one of the difficult challenges we face is
dealing with the changes in the chemical content in the
emissions from generation to generation.  Our ability to
effectively measure and model individual tools is key to
determining the correct solution path.  For example, in
Figure 4 we can see that the total quantity and chemistry
is changing for Per Flouro Compound (PFC) going from
our 0.35 micron generation to our current predictions for
the 0.13 micron generation by a factor of nearly 3X.  In
addition, the early generations contained relatively
greater quantities of C2F6 and CF4 when compared to the
other effluent gases.  The optimal technologies to deal

with these kinds of emissions are fundamentally
different.  Models help us understand these requirements
and assure appropriate technology is in place [6].

0.35 µm 0.25 µm 0.18 µm 0.13 µm
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Figure 4: Pre-abatement PFC emmissions vs. technology

Assembly Floor Layout and Operation [7]
This project sought to integrate a variety of views about
Pentium  processor assembly line layout from our
manufacturing experts and evaluate performance of
specific options as part of Intel’s Copy EXACTLY!
program to assure consistent implementation of our
manufacturing operations policy across our plants
worldwide.   At one philosophical extreme is a flow
layout that mimics the process flow, with process
equipment hard-linked together for streamlined
processing. This approach may be justified by the
expectation of improved TPT and the immediate
visibility provided to any equipment failures. At another
extreme is the functional or grouped layout where like
machines are grouped together on the floor, and product
is routed to the first available machine.  A justification
for this approach is the expectation of improved capacity
flexibility and robust performance in the presence of
equipment service needs.   In this study we evaluate these
extremes and hybrids of them.

This study involved a variety of models both simulation
and static and represented cost, product mix, and
operational concerns. The output shown here is a
snapshot of some of the results from the DES models.

As shown in Figure 5, factory scenarios are distinguished
one from another according to their layout (flow versus
functional) and the WIP machine assignment strategy
used (tied versus untied). Notice there is no re-entrancy
in the assembly process flows (in contrast to the highly
re-entrant flows of wafer fabs).
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Figure 5: A conceptual view of the Factory Scenario
Matrix showing the different conceptual cases considered

(the functional-tied case was not considered)

A wide variety of experiments were performed assessing
and ranking various WIP management strategies and
understanding the impact of equipment reliability on
overall factory performance.  The “flow” test factory is
laid out as four distinct manufacturing lines, with
machines laid out sequentially in the order in which steps
are performed in the manufacturing process.

In all models, a lot arriving at a step will not begin
processing unless a “kanban space” at the output of the
step is vacant.   All models contain the exact same
equipment set and have the same total number of kanban
spaces available, so the maximum possible factory WIP is
the same in every case.  A common batching policy
intended to maximize factory output while minimizing
TPT is incorporated into all models where batched
operations exist.

Figure 6 is an example of some of the output from the
models.  It shows the throughput time (relative to a base
value) as a function of output for a variety of layout and
operational scenarios.   (For further information
regarding the background of the ToC or Theory of
Constraints operations point, see Karl Kempf’s paper
“Improving Throughput Across the Factory Life-Cycle”
also in this issue of the Intel Technology  Journal.)
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Figure 6: A comparison of baseline cases and ToC and
mechanically linked-line scenarios

An examination of Figure 6 might suggest that one
should operate the floor as a single blade mechanically
linked line (continuous flow manufacturing).  It turns
out, however, that this option was much more expensive
and resulted in a poor overall strategy because it did not
have the required flexibility to handle the variety of
expected product mix.

Other key learnings included the following:

• WIP management policy is more important than
layout for this class of operation.

• Material transport, while affecting TPT and output,
is not a primary modulator of performance unless it
becomes very protracted.

• For the conditions studied, the functional approach
outperforms the tied-line approach even when the
number of equipment failures is cut in half. This
suggests that simple improvements in equipment
would not substantively alter the model-based
recommendations.

Operation-Robot WIP Flow Interaction
A suite of three models was developed to allow
assessment of WIP flow, TPT, robotic link performance
and capacity issues in a key factory operation. The model
quantified the impact of changes to the lot cascading
ratio (a form of batching) to be about 20%.  The model
also highlights changes in PM and logic strategy
resulting in a 10% capacity gain.  These models were
used to propose modifications to existing control software
algorithms used by the robotics vendor.  The models were
used to quantify gains from eliminating specific steps and
other conservative monitoring practices. This model
showed that the suggested policy of putting wafers “at-
risk” by processing them while waiting for monitor
wafers to be read needlessly exposed the factory to line-
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yield risk without any compensating productivity gains.
Model use allowed us to propose novel methods for
managing equipment setups.

Implant Area WIP Management Simulation
A DES model for an ion implantation processing area
was based on the ability of a variety of diffusion and
implant engineers, supervisors, and operators to
determine the best area-WIP management rules.  The
model allowed implant staff to understand the impact of
various WIP policies on productivity.  It has highlighted
a future equipment shortfall that no “creative” WIP
management policy would alleviate.  This model was also
used as a decision-support tool to guide selection of
current and future WIP management rules, and finally, it
was used to guide prioritization of floor activities in the
face of serious WIP surges caused by volume-ramping
interactions.

Capacity Analysis Based on the Theory of
Constraints— Simulation Studies
As mentioned earlier, our industry is challenged by the
enormous capital costs of new factory equipment.
Historically, Intel has estimated the amount of equipment
needed based on a static and constant utilization-target-
driven analysis (known as balanced line analysis).  DES
models were used to show that certain sets of equipment
should be chosen as the factory constraints and that
various other utilization targets should be used to assure
a surplus of other equipment to optimize factory
performance for a given cost, automation, and operations
strategy.    Based on the model findings, appropriate
targets were selected for key equipment, with the
expectation of a 15% reduction in TPT and a 50%
reduction in variability of output for a 3% increase in
capital cost over the balanced design [9].

Impact of Constraint Equipment Dedication
Strategy on Fab Performance
As mentioned earlier, a unique feature of wafer-fab
processing is the re-entrant nature of the material flow.
For some of our fabrication processes, we require lot-
level dedication of some manufacturing equipment at
certain operations. This means that, when a lot returns to
the operation, it must be post-processed on the identical
piece of equipment on which it was pre-processed.  An
equivalent piece of equipment cannot be used. The
intuitive expectation of the process development and
operations staff was that significant factory capacity
would be lost through the “interference” caused by these
requirements.   Additional factory space and very
expensive equipment was placed into the purchasing
cycle to compensate for these effects.

We built a detailed full factory model to assess the impact
of this unusual constraint upon the re-entrant
manufacturing line.  It was found that there was no
deleterious impact on factory performance, and we
thoroughly understood why. While it is true that the
amount of material in the queue at the dedicated steps
increased and batching strategies and other resource
issues needed to be optimized, we demonstrated that
overall factory output and throughput time were not
affected due to compensatory effects in other areas of the
fab.    In fact, we realized a savings of many millions of
dollars by intercepting the purchase and installation of
equipment for these fabrication lines.

It has often been remarked that hindsight is 20/20 and
that we should have quickly realized this would be the
case.  One of the powerful benefits we derive from having
complete and validated DES models is that we can
develop correct intuition for cases like this where our
own assessments fall short.

Factory Layout and Operation of the Single-Edge
Connector Card Factory
Intel’s Single-Edge Connector Card operation inherited
much of its initial technology from our Systems
(motherboard manufacturing) group.  The Systems group
had found very large gains when, years ago, they
implemented mechanically linked continuous-flow
manufacturing processes.  It was assumed that as single-
edge connector cards are like motherboards, their
manufacturing operations should be designed in a similar
fashion.

As part of our internal due diligence evaluation, we built
complete DES and static models of the card operation
that allowed us to study the performance of layout options
similar to those shown above in Figure 5.

We found that the card operation would benefit greatly
from not following in the footsteps of the motherboard
line, and we found out why.  The product mix of the card
operation was significantly different from that of the
motherboard line.  Product differentiation in the market
place drove constantly changing product requirements
and time frames that could not effectively utilize all the
capital equipment and labor that would be put in place to
support  a balanced and hard-linked line.  We identified
the optimal layout, batch sizes, buffering strategies
(where needed), and operating policies.  The verified
models allowed us to thoroughly study the operations
space and intercept factory build and fit-up plans, which
resulted in a savings of many tens of millions of dollars
in direct costs. Moreover, they gave us greater
operational capacity and flexibility while still meeting
our aggressive volume-ramp goals.
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Operations Modeling Next Steps
As valuable as our model suites are and as useful as our
teams of model-savvy engineers are, there is still much
that remains to be done.

Quality and Voluminous Data
One of the largest hurdles inhibiting the development
and application of DES models within a factory is the
difficulty in obtaining detailed and accurate equipment
and operations performance data in a timely fashion.
These data must often be distribution based and not just a
simple summary of means.  The efforts of the many
people within Intel working on common data definitions,
common databases, and improved data gathering are of
primary importance to the growing and widespread use of
models.

Time Required to Create Models
There is a characteristic dissonance or tension that seems
to always exist between model developers and those
ultimately responsible for the tactical and strategic
decisions.  The decision makers want a model yesterday
to help answer a problem they will first articulate
tomorrow.  The modelers, in turn, want months to
develop validated models and gather certified data upon
which multi-million dollar decisions can be confidently
based.   We are resolving this dissonance in two ways.

First, we are prebuilding a variety of models that,
generically, we know will be of value.   All future factory
processes, when they leave our technology development
site, will be transferred to high-volume manufacturing
with a validated full-factory model already in place.

Second, as models always seem to take longer than
expected to develop, we have an active program
underway to ensure that past  validated models can be
rapidly put to new uses.  We use standardized model
languages.  We are in the process of developing a
common modeling framework and language interfaces to
maximize our ability to plug-and-play various models
and to model modules with each other. This framework
must allow, at a minimum, the interfacing of models
from different levels of abstraction.  Our work to date has
allowed us to solve problems in days and weeks that a
year ago would have taken months to complete. More
work is needed, however.

Advances in DES model performance and application
areas, especially those associated with visualization, are
expected to accelerate. These applications too must
integrate into common data and language frameworks
where possible.  There are no industry standards to guide
this work today.

The Speed of Model Experiment Execution
Model-based experimentation, while very fast compared
to working directly with a factory, is still a bottleneck for
various reasons.

First, it is difficult to determine the right level of
abstraction to be used in a proposed model.    This is
largely an art now that is best done by our most
experienced modeling engineers.  Large DES models
(due to detailed abstractions) take many hours of CPU
time to run, require very large data sets, and may be
complex to write.  One would like to only use them when
necessary and instead use fast analytic models, or models
with less detail, whenever possible.   We have studied
this problem and for the time being have opted to model
all the detail we can afford.  We set priorities as to where
detail is needed and we do all that the budget or time
frame allows.  Our experience when improving already
highly effective wafer-fabs, running at full volume, has
been that everything matters and interacts with
everything else, thus requiring high-quality DES models.
Linear flow assembly processes are not so sensitive.

The problem of long execution times can also be
addressed by improving analytical models.  In the past,
queuing theory analytic solutions have not readily
handled the re-entrant constraint of wafer fabs.
Important work [10] in this area is now being tested in
various proprietary settings.

Second, the synthesis approach of using the try-test-
analyze and try again method of simulation model use is
slow.  Improved optimization techniques are required
that take into account the classes of constraint problems
that must be posed and at the same time can be integrated
into our modeling tools.

Third, when one analyzes the results of a full-factory
simulation, particularly when validating a model or
studying dynamic changes, one may be analyzing an
enormous volume of data.  The analyst must have a
thorough understanding of factory physics, be sensitive to
subtle interactions, and be able to deal with mountains of
numbers.  Tools to assist in this process are needed.

The Chaotic Factory
Although we refer, tongue in cheek, to our jobs within
manufacturing as challenging and chaotic, we may be
more correct than we know.  One often makes the
assumptions that models and the factories they model are
well behaved.  That is, that small changes in input
produce, generally, small changes in output.

Work by Beaumariage and Kempf [11] has started to
carefully explore the notion of chaotic behavior within
semiconductor fabs.  It turns out that when factories
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become very heavily loaded, performance may become
unpredictable and strange in unexpected ways. DES
models are excellent for identifying and studying this
behavior.

Their study is founded on the mathematical notion of
chaos theory, which says that a complex system can
appear to randomly jump between a number of stable
states with very little provocation.  This system instability
is a consequence of nature when large- and small-scale
phenomena interact (for example, when multiple re-
entrant flows interact with local equipment and operator
issues).

The researchers began to suspect that formal chaos was
present in fabs when they observed in simulation models
that optimum schedules for heavily loaded Intel fabs
changed dramatically with only slight changes in input.
They developed specialized small DES models that
capture key fab behavior.  With these models, the team
was able to observe and study transitions between
multiple stable states, each with its own performance
profile. They found, for example, that changing the order
of one lot in a queue was sufficient to move the model to
a state where average TPT was increased by up to 50%.
In other cases, they demonstrated transitions between
states with similar average TPT performance, but with
widely different variability week to week.   At least part
of the chaotic nature seems to be aggravated by very high
equipment utilization and by issues surrounding re-
entrant flow.  It is not yet clear at what level these
findings are relevant in a real operating factory.

Labor
Most model environments treat labor as though it were a
machine or a machine resource requirement like a jig or
fixture.  This is a large shortcoming when modeling
loaded factories in detail.  People are not automatons.
They plan, they create, they locally optimize, they
preempt, and they “glue” together situations that might
otherwise reduce a factory’s performance.  An increased
understanding of the human role and the degree to which
it affects a factory’s bottom line is needed.  Kempf  [12]
has done some recent work in this area.

Operations Modeling Cautions
A few words of caution are in order for those who are
establishing modeling centers within their companies.
While it is true that having validated full-factory models
and other models available for use is of tremendous
value, it is not without  risk.  These risks include:

• Incorrect understanding of the nature of the
problem:  It is very easy for us “carpet dwellers” (as

we affectionately refer to ourselves) to easily lose
touch with what is really happening on the factory
floors of the operations we seek to model.  We find it
essential to have floor operations’ people intimately
involved in all our projects and to ensure that our
modeling engineers spend time on the factory floor.
At the same time, we find it is very easy for factory
and other personnel to not understand the full
interactive physics of the factory, to create models
that are simplistic, and to interpret the output of
correct models in an incorrect fashion.

• Non-validated models: It is very tough to create a
validated model.  A validated model means that
there is a preponderance of evidence to suggest that
the model actually behaves like the real world in the
area of interest.   We have been involved in the
“retreading” of a number of models from other
companies or organizations due to validation
problems with their work.  Validation practices must
be carefully thought out and religiously adhered to.

• Controlling expectations and resourcing of projects:
To many people, good models may be magic.  There
is an almost universal lack of understanding of how
a model can be correctly developed and used.  Its use
depends on the assumptions with which it was
constructed, on the data available, and on the skill of
the analyst applying the tool.  Its development may
take several people many months of effort.  The
temptation is always present to cut corners and
deliver results sooner.  This is almost always a
mistake.   To provide a model-based answer that is
significantly in error is to perhaps fatally undermine
the organization’s modeling efforts.  We find it very
helpful to align our modeling efforts with the multi-
year strategic roadmaps of our customers so that
when their need arises we are already ready.

• Starting with a focus on tools rather than on
understanding the problem at hand and its business
implications: We use a formal contracting process
with our internal customers to define clearly the
business need, expected value, data and other
information required from the customer, timelines,
and deliverables.  This agreement must be signed by
the manager of the responsible customer
organization and by the manager of the central
modeling group.

Conclusion
Modern semiconductor factories are far too complex and
costly to be optimized without the use of validated
models.  Models can be effectively applied to any level,
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from the enterprise level down to the level of a specific
robot within a piece of process equipment.  Discrete-
event simulation models are able to represent the richness
of an operating factory and help provide insight into the
dynamic response and optimal operation of the factory
floor.  Intel’s use of manufacturing operations models
saves millions of dollars in direct and avoided costs each
year.
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Abstract
Beginning in 1993 a small group of people at Intel began
thinking seriously about a transition from 200mm manufac-
turing to the next wafer size.  By early 1994, the industry
reached consensus that the right size was 300mm.  Late that
year, we formed a cross-disciplinary team whose responsi-
bilities included defining the 300mm goals for each of six
functional domains: equipment, automation, factory and fa-
cilities design, EHS, manufacturing operations, and materi-
als.  In addition, we built a cost model that helped inform the
above process while providing indicators of success that cut
across all the domains.

The defined goals were widely disseminated in the industry
through various channels including supplier management
organizations and consortia. The equipment selection pro-
cess was augmented to include the new requirements for
tools, and the processes were extended to include all tools
needed for a factory, not merely the most expensive and tech-
nically sophisticated.  Task forces were established to an-
swer urgent questions about lot size, carrier design, mini-
environments, and any other issues that arose.  In parallel, a
new international consortium was built from the existing
SEMATECH infrastructure, although with more clear cut goals
and achievable objectives than SEMATECH had. This new
organization, called I300I, became a critical part of the indus-
try consensus building and supplier management. While we
have gone through major industry transitions between pro-
gram start and now, in areas such as market segmentation,
transition timing, and cost focus, the goals developed in 1995
remain sound.  Today, selection teams are in place for all
equipment, from materials handling to clean parts, many of
them selecting tools for new semiconductor processes never
implemented at Intel.  The teams are synchronized to pro-
duce a first set of tools in January 2000 and high volume
0.13um manufacturing capability in the second half of 2002.
The productivity, as measured by reduction in die cost, is
expected to exceed our targets of 30%. For comparison, only
about a 15% productivity increase was achieved in moving
from a 150mm to a 200mm wafer size.

Introduction
The goal of this paper is to provide a comprehensive sum-
mary of the critical issues and key events of the transition to
300mm.  We begin with the decision to move to a new wafer
size and how we arrived at 300mm. We then discuss the con-
sensus that this would be an industry transition, rather than
one led by a single company.  The process by which Intel
came up with the requirements we tried to drive in the indus-
try is reviewed next, followed by a brief look at the cost model
and productivity.  Automation, in particular automated mate-
rials handling, received a lot of focus in our planning.  Its
importance and implications are explained in the next section,
together with an explanation of a major improvement in fac-
tory design.  Other equipment, safety, and factory require-
ments are then mentioned, where we also provide a one-page
summary of all requirements. Getting the message distrib-
uted within Intel and the industry was a huge effort, so a
special section is devoted to how that was done.  The two
consortia, I300I and SELETE, played large roles that cut across
many aspects of planning, so we also review their contribu-
tions.  We then discuss the many improvements and the
entirely new business processes that have been put in place
to help manage the transition as a whole.  In the final two
sections, we cover the high-level review processes Intel has
used to make overall program decisions, and the outlook for
the future from the vantage point of Q4 1998 is briefly dis-
cussed.

Selecting the Next Wafer Size
Intel began 200mm manufacturing in 1993, following a two-
year development effort.  The larger wafer size gave us nearly
twice as many die for every wafer moved, but the growth in
the microprocessor business and the growth in die size led
us to conclude that before the end of the decade we would
need to be adding factories at the rate of two per year.   The
complexities of construction, site selection, staffing and man-
agement development required to support that growth sug-
gested that it was time to begin thinking seriously about the
next wafer size.

Many of the costs of manufacturing are proportional to the
number of wafers moved, and not to the area processed.
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So, size does matter.  Initially, Intel favored 400mm and Ap-
plied Materials, the world�s largest semiconductor equipment
manufacturer, put forward arguments for 350mm.  But the
silicon wafer manufacturers told us that if we were contem-
plating a wafer size change within a decade, the largest wafer
we could have was 300mm.

Their arguments were based on the fact that the length of the
boule should increase at least in proportion to the new wafer
size, and its weight therefore by the cube of the dimension.
The starting material for a 300mm boule will be between 300kg
and 450kg.  New inventions would be required to cost effec-
tively manufacture wafers larger than 300mm.  The correct-
ness of this view can be seen in the existence, schedule and
goals of the Japanese Super Silicon Crystal Institute Corp, a
partnership of government and industry that focuses on de-
veloping wafers of 400mm and larger by 2004.

Process equipment was predicted to have no particular is-
sues with any of these wafer sizes, although initially there
were fears that the gravitational sag of hot wafers in a fur-
nace would induce slip. The flat panel display industry was
at that time using substrates in which a 350mm circle could be
inscribed easily, so 300mm looked well within reach techni-
cally.

An Industry Transition
The transition from 100mm to 150mm in 1983 and 1984 was led
by Intel�s groups in Albuquerque, New Mexico. There is no
historical data on its cost effectiveness. The transition to
200mm was led by IBM in Burlington, Vermont.  First tools
were delivered in January 1986, and 1 Mbit DRAMs were first
qualified for production in early 1998. When Intel made this
transition with production beginning in 1993, die costs were
reduced by 10% to 15% when comparing new 200mm and
new 150mm fabs.  But when making the more realistic com-
parison of a new 200mm fab to a 150mm factory upgraded to
meet new technology requirements, no die cost improvement
was achieved.  IBM may have achieved a greater reduction
because they converted from 125mm wafers.1 Both transi-
tions were unpleasant experiences for the lead company in
that it had to bear the burden of development costs, manu-
facturing delays, and poor equipment performance, all at little
or no cost benefit.

These unfortunate precedents led us to conclude that no
single company was smart enough or large enough to do a
wafer size conversion by itself, and that the 300mm transition
should be an industry one. The hoped for benefits were com-
mon performance objectives, shared learning, cost sharing,
and more efficient and accelerated development facilitated
by use of widely accepted standards.

Standards were expected to be important in such diverse
areas as wafers and wafer carriers, data and material transfer
protocols, safety, and others.  Historically, standards had
been defined post facto on the basis of successful implemen-
tations. Early implementers were almost guaranteed to be
outside the standards.  For this transition, the industry be-
lieved it would be better to define the standards at the outset
and ensure that everyone adhere to them.  SEMI, the interna-
tional standards organization, was thus destined to play a
key role.

Shared learning meant that we would do as much pre-com-
petitive work as possible2, particularly in the testing of equip-
ment and modular components.  The results of these tests
would be fed back to the supplier, along with a roadmap for
improvement.  They would also be made available to the
members of the industry group performing the testing, al-
though at that time the group was not yet defined.  The initial
vision was of an Underwriter�s LabTM, providing a stamp of
approval instead of a caveat emptor.

Cost sharing really meant that the equipment suppliers would
pay for the equipment development, and a manufacturers�
consortium would pay for its testing.  During the two previ-
ous transitions, when Intel and IBM paved the way, the sup-
pliers were relatively small and weak.  By the mid-90s, several
of the suppliers had annual revenues exceeding $1B, with
R&D budgets capable of supporting development of a new
generation of tools.  The increased health of the supplier
base can be attributed to prolonged growth in the semicon-
ductor industry, consolidation in the equipment industry, and,
in the US at least, the attentions of SEMATECH.  Such a
model could not have worked for the 150mm and 200mm tran-
sitions.

Finally, we recognized that having common performance ob-
jectives for tool performance would be a critical element of
any industry transition.  One of the lessons of SEMATECH
was that everyone�s secrets were the same, but they resided

1 Die cost reductions are driven largely by the ratio of the
number of die on the final and initial wafer sizes.  For the three
transitions 125->200, 150->200 and 200->300, these ratios are
approximately 2.7, 1.9 and 2.4 respectively.  The exact ratios
depend on company-specific product issues.

2 Pre-competitive work was not possible during the previous
wafer size transitions.  Not until the semiconductor crises of
the mid 1980s were laws passed to allow the pre-competitive
work such as that done at SEMATECH.
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separately in each company. This compartmentalization of
knowledge increased the workload on the supplier and de-
creased efficiency. Working through the difficult early years
of SEMATECH, the US manufacturers learned to give direc-
tion to the supplier base without compromising their indi-
vidual intellectual property. This greatly simplified their
workload and guaranteed, on average at least, a higher qual-
ity product.  Since the previous wafer size conversion had
shown modest paper cost benefit and less real cost benefit, a
higher quality product was badly needed.

An industry transition also meant that no one company would
be first, or would need to be first. Nevertheless, by late 1994,
Motorola had established itself as the industry leader, al-
though they participated in the various standards� bodies
and consortia.  Their aggressive schedule and forcefully
stated opinions helped accelerate the pace of decision mak-
ing on important issues. Other companies chose to say that
they wouldn�t be first.  Later, when Motorola�s program was
put on hold, enthusiasm still remained high. The pundits
concluded that no company wanted to build the first 300mm
fab, but neither did any company want to build the last 200mm
fab.

Developing Intel�s Requirements
In late 1994, an ad hoc 300mm discussion group, involving
Process Equipment Development (PED) and California Tech-
nology and Manufacturing (CTM), realized that because
300mm fabs were still far off in our future, it was an opportune
moment to begin developing a vision of a 300mm world.  We
invited representatives from all of Intel�s stakeholding groups
to the discussion.  Since we had no authority to command,
those who joined us were only the �can do� types who wanted
to be there, so progress was swift. By early 1995, we had built
a group that covered major problem areas and so took on the
task of writing a handbook defining our requirements in six
different functional domains: equipment, automation, factory
and facilities design, EHS, manufacturing operations, and
materials.  By mid-year, we had named ourselves the Cross
Functional Working Group (CFWG) laying ourselves cross-
wise on a set of committees (SCS) whose job it was to select
new tools and manage roadmaps for the evolution of process
equipment, automation, factory design, chemicals and their
use, manufacturing operations, and so on.

The requirements for 300mm automated materials handling,
for example, would necessarily add requirements to the pro-
cess equipment whose roadmaps were owned by an equip-
ment SCS.  This necessitated many rounds of negotiation
among the various SCSs, complicated by the fact that the
SCSs had neither the time nor inclination to listen carefully to

arcane discussions about a wafer size that existed on no Intel
plans.  Nevertheless, over the course of 1995, each domain
developed its requirements� package, reviewing and refining
the material at the CFWG, an audience increasingly attentive
to the full spectrum of issues relevant to a 300mm transition.

Several problems emerged whose solution was outside the
range of any one existing group.  To solve these problems,
we established task forces.  Questions of lot size, lot buffer-
ing, lot carrier design, reticle carrier design, assembly compo-
nents, and mini-environments were answered in this way.
When relevant, our task forces would work closely with in-
dustry standards� organizations too.  In the case of lot size,
industry opinion ranged from 1 to 50 wafers per lot in mid-
1994.  Single wafer processing experiments at Texas Instru-
ments (TI) suggested that the low latency and short through-
put times could be advantageous.  Motorola advocated single
wafer transport initially.  Meanwhile, the experience of Intel
and the large DRAM manufacturers was that larger lot sizes
were favored.

Trying to separate the emotion from the facts, we did a nu-
merical factory simulation, varying lot size from 13 to 50 wa-
fers, assessing  factory capacity and several cost drivers.
Small lot size implies more lot moves per unit time.  We set the
lower bound of our study to 13 because  we knew that smaller
lots  would overwhelm any realizable automated materials
handling system (AMHS). The lot size team looked at issues
including ergonomics, metrology, floor space, supplier capa-
bility, capital equipment costs, labor, and total wafer cost.
They drew three important conclusions.  First, ergonomic
considerations would preclude regular manual handling of a
lot with 13 wafers or more; therefore, extensive AMHS would
be needed for any lot size.  Second, total processed wafer
cost decreased with increasing lot size, so larger lots were
favored.  Third, AMHS on suppliers� drawing boards would
be unable to move 50 wafer lots; they were too heavy.  The
answer, therefore, was 25 wafers per lot, and that became the
Intel position.

A memorable event took place in February 1995 at the SEMI
Standards meeting in New Orleans.  In a crowded stuffy room,
representatives of Motorola, TI, Intel, the Japanese DRAM
manufacturers, and several dozen equipment suppliers de-
bated the merits of different lot sizes.  Motorola had retreated
from its vision of single wafer transfer and had begun pro-
moting 13.  Someone asked, �is there anyone here that favors
13 over 25?� In response, only TI would even entertain the
discussion.  Motorola was defeated on the standards front;
they could marshal the industry by dangling the hope of
purchase orders, but not on the strength of their technical
arguments or their negotiation skills.  Gradually, Motorola
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began to withdraw further and further from the industry cen-
ter choosing to go it alone, convinced that the consortia and
standards activities would only slow them down.   When the
dust settled, the industry standard for lot size was not one
size, but two, 13 and 25.  This added unnecessary develop-
ment costs in both dollars and time for the suppliers of pro-
cess tools, loadports, carriers, and material handling sys-
tems, to name a few.

The lot size debate is not as clear as portrayed here.  Semi-
conductor manufacturers with business models different from
an Intel or DRAM manufacturer, who make large volumes of
a small number of products, might arrive at a different lot size.
These business model issues were not factored into our analy-
sis. In addition, the impact of the assumptions we used, par-
ticularly those having to do with lot-based rather than wafer-
based metrology sampling plans, was never examined.
Nevertheless, there is wide consensus today that 25 is pre-
ferred, although it introduces difficulties for companies manu-
facturing a large number of different short-run products.

The methodology used to make the lot size decision is typi-
cal of that employed for the other truly cross-functional deci-
sions.  It is not within the scope of this paper to include a
detailed discussion of each, however.

The Cost Model3

As mentioned earlier, the move to 300mm was driven by the
fact that it would provide an exit from the anticipated sce-
nario of building two factories per year.  Cost reduction was
a factor, but more of an opportunity than an overriding force.
To understand and then exploit the opportunity, the CFWG
took on the task of developing a 300mm cost model.  There
was scant documentation of the cost targets for the 200mm
transition and no documentation of performance against those
targets, other than the overall null result.  We believed that a
more thorough modeling effort, followed by aggressive goal
setting based on model parameters and detailed management
of progress towards those goals, would yield a more felici-
tous outcome.

Starting from a 0.35um 200mm wafer cost model, which was
all that was available at the time, we examined the major line
items.  These line items included, among others, capital de-
preciation, direct and indirect materials, utilities consumed,

factory infrastructure, labor, and site overhead.  We chal-
lenged ourselves to imagine a 0.35um 300mm cost model and
to discover the mechanisms that underlie the scaling of each
line item as we move from the smaller to the larger wafer size.
By operating at the same technology generation, we were
able to separate the wafer size issues from the process tech-
nology issues.  For each line item we had therefore not merely
a scaling number, but a concept.

This turned out to be quite powerful, for instance in model-
ing labor costs.  Received wisdom had it that labor content
per wafer increased 20% when we had increased wafer size in
the past.  So, we put into our model an equation looking
something like this:

labor(300) = 12 * labor (200)                    [1]

Over time we realized that this factor of 1.2 was a parameter,

Relative Labor = 1.2                          [2]

that we could control, not necessarily something predeter-
mined. Achieving less than 1.2 would require that our opera-
tions� groups put plans in place to make it happen, possibly
in conjunction with an AMHS group.  Operations absorbed
this and asserted that the right goal was parity or better as in,

Relative Labor < 1.0                   [3]

In this way, working with stakeholders, we set goals for all
line items and for the groups that had a stake in them. The
groups have gradually accepted more aggressive goals as
they see the need, the opportunity, and the way.

Table 1 is an example of the methodology applied to a 0.25um
DRAM process4. It illustrates that the scaling is substan-
tially different for different line items.  It is typical of what we
see in the full-blown model Intel uses for planning purposes.

Line Item 200mmScaling Factor Test wafers  45

3For a more complete analysis, see Semiconductor Interna-
tional, January 1998, Daniel Seligson, �The Economics of
300mm Processing.�

4 The underlying 200mm DRAM cost components are drawn
from Jack Saltich�s paper in the proceedings of ISSM �94.
This table was published in Semiconductor International in
January 1998.

300mm

$ % $ %

Depreciation 793 41 1.50 1189 35

Labor 232 12 1.00 232 7

Maintenance 155 8 1.50 232 7

Consumables:

Direct materials 90 5 4.50 405 12
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Test Wafers            45          2 4.50            203           6

Indirect materials 445 23 2.00 890 26

Other 174 9 1.30 226 7

Totals 1934 100 3378 100

Equivalent 1407 73

Table 1: 0.25um DRAM cost model for 200mm and

300mm wafers

Finished wafer cost in a new factory is dominated by equip-
ment capital cost.  Meanwhile, the desire to minimize the
number of new factories was the original driving force be-
hind the move to 300mm wafers.  For this reason, two param-
eters that have received special attention have been the Rela-
tive Capital Cost and the Relative Footprint of the toolset.
With X referring to either Capital Cost or Footprint, these
parameters are defined as

     [4]

Practically speaking, Relative Capital Cost is the ratio of the
capital costs required to build a 300mm and a 200mm factory,
each having the same number of wafer starts per unit time.
Similarly, Relative Footprint is the ratio of the two factory
areas.  While defined for the factory in aggregate, these pa-
rameters can be measured for any individual tool. A customer
can easily compare product offerings from multiple suppliers
if consistent 200mm normalizations are used.  The model pa-
rameters are easily visualized, as are their knobs.

One of the most powerful messages of the 300mm transition
emerged from the realization that the value of these two pa-
rameters would determine whether the transition met its twin
goals of increasing factory and capital productivity. The die
cost model could thus be used to identify the parameter val-
ues required for success.  The linear die cost model, which
predicts costs given parameter values as input, could be in-
verted to produce parameter values given cost as input.
Contours of constant die cost are lines in the space of Rela-
tive Capital Cost and Relative Footprint. Our senior manage-
ment challenged us to deliver more than 30% die cost reduc-
tion, more than twice the reduction that had been expected in
the 200mm transition.  The inverted model told us that the
Relative Capital Cost and Relative Footprint had to be below
the red line in Figure 1. (In this figure, each point represents
a different kind of process equipment.  The area of plotted
points is proportional to the product of individual tool cost
and the number of tools required for a high-volume factory.)

        

Figure 1: Productivity scaling factors for tools in a 0.18um
logic process flow (data from early 1997)

This in turn gave us a simple tool to communicate with sup-
pliers and the industry.  On the whole, the new toolset needed
to be below the line or we wouldn�t get the sought after
return, and we wouldn�t make the transition.  The supplier
could quickly determine, by using equation 4, where they
stood with respect to the line.  The line became a high-level
design target which  provided guidance on  the tradeoff be-
tween cost and footprint. Further simplifying the message
for greater impact, we focused on a single point on the line,
Relative Capital Cost = 1.3 and Relative Footprint = 1.0.  Our
vision of the future consisted of a 300mm factory that was
the same size as our 200mm factories, producing the same
number of wafers per week, and requiring a capital invest-
ment no more than 30% larger, as shown in Figure 2.

Figure 2: The macro view of the 300mm vision in which
200mm and 300mm factories are compared
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When estimating die cost, two different scenarios are con-
sidered.  In the first, you compare new different wafer size
factories.  This is the Greenfield Scenario, and our target for
this is a 30% die cost reduction, obtained at a Relative Capital
Cost of 1.3 and Relative Footprint of 1.0. In practice, the
Reuse Scenario is more realistic. In this, you compare a new
300mm factory with an existing 200mm factory, one whose
equipment set has been upgraded to meet the new technol-
ogy requirements.  Upgrading one of our 0.18 or 0.25um pro-
duction lines to 0.13um technology results in a line whose
capital basis is about half  that of a new 200mm line.  Figure 3
shows die cost vs. Relative Capital Cost for both the
Greenfield and the Reuse Scenarios.  It illustrates the point
that the Relative Capital cost must be approximately 1.3 in
order for the transition to achieve any real return.  It also
explains why the 200mm transition, with its 15% die cost
improvement for the Greenfield Scenario, returned no benefit
in practice.

Figure 3: Die cost reduction for two conversion scenarios
Cost is important, but other measures are important too. What
we are really talking about in this transition is increased pro-
ductivity, where productivity is defined as follows:

              [5]

Capital productivity increases when the Relative Capital Cost
decreases.  Factory space productivity increases when the
Relative Footprint decreases.  Some of the other parameters
we have measured and tracked include the productivity of
chemicals, natural resources, utilities,  and labor, as men-
tioned earlier.  Just as we set values for the capital and foot-
print productivity and put plans in place to achieve them,
e.g., through our supplier management organizations, so also
have we done for these other measures of productivity.  The
300mm transition is a watershed of productivity improve-

ments for the industry.  To date, all of the productivity targets
we set in 1995 appear realizable or very nearly so, suggesting
perhaps that we didn�t reach far enough.

Over the years of 300mm planning, responsibility for manag-
ing the cost model has moved from engineering to finance,
which is where it resides today. Its evolution has depended
on maintaining a close relationship with engineering.

AMHS and a New Factory Design
In 200mm, we saw the first widespread use of AMHS.  There
were industry standards for such simple but important fea-
tures as the height at which wafer carriers, or pods, rest on
tools and the orientation of those pods with respect to the
tools.  But these standards were not implemented uniformly,
making intrabay AMHS solutions custom, and therefore ex-
pensive, in every case.

Based on favorable outcomes with 200mm intrabay delivery
to diffusion furnaces, with improvements in labor and capital
productivity, we worked hard to define a set of AMHS stan-
dards that would facilitate 100% intrabay delivery.  This was
also desirable from an ergonomics point of view, as discov-
ered in the lot size analysis5.   It was important to get the
industry to agree on what was required and to communicate
those requirements to the suppliers before the equipment
arrived.  Such a set of standards, focussing on the tool
loadports, would decouple the AMHS from the equipment,
but it would also be essential that the standards were imple-
mented by all suppliers.   One example of how AMHS stan-
dards lower cost is that they enable a mechanically simple 1-
axis robotic transfer from AMHS to tool to be used, rather
than the 6-axis robots required in our present day 200mm
implementations.  For nearly two years after the standards
were defined, managers at Intel would ask, �How many of the
tools will arrive with the standards in place?�  The answer,
�They�re requirements, so 100%,� would be followed by chal-
lenges based on prior history of meeting such commitments,
particularly in the area of automation.  Today we all accept
that the answer is 100%. That result is the product of exten-
sive internal and external education forums and supplier man-
agement programs.  Figure 4 illustrates the main points of the
AMHS and loadport interface standards.
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Figure 4: Features of the AMHS and Loadport interface
standards (picture courtesy of D. Pillai)

Independent of 300mm planning, Intel has established an
ongoing benchmarking program whose objective is to gather

information about the relative performance of Intel against
other semiconductor manufacturers.  In the mid-1990s, while
300mm planning was blooming, this group learned that our
fab construction costs were quite high compared to the best
manufacturers.  A task force was established to develop a
new factory design for 300mm, setting cost targets 30% lower
than our most recent 200mm factory. Prior to this goal being
set, the initial value for the Relative Factory Costs in the cost
model was 1.08, much worse than the task force�s target of
0.70.  The value 1.08 was based on historical precedent.  This
serves to illustrate how costs had spiraled upwards in the
past and how 300mm successfully reversed the trend.

Similar to the CFWG, the task force drew on all stakeholders,
with a surprisingly large amount of input from AMHS.  The
result (see Figure 5) was a unique, and for Intel, radical de-
sign.  It disposed of many features that had previously been
considered essential.  Further, it included novel solutions to
problems brought about by 300mm, in particular problems
related to the fact that lot storage space requirements would
increase significantly.  The final cost, although still only an
estimation, was 0.62, beating the task force target.
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Other Equipment Performance Requirements

Chemical usage and environmental stress had become an

increasingly large issue, accompanied often by negative pub-

licity.   Analyses showed that approximately 30% of our fac-

tory building costs were tied up in facilities that managed the

ebb and flow of chemicals and utilities.  We extended the

notion of productivity to these items, establishing targets for

the use of hazardous air pollutants, electrical power, scrubbed

exhaust, and others, all measured relative to 200mm and nor-

malized to capacity.  For some of these, we didn�t know whether

the targets were achievable, and the measured data is not yet

in, but the projections are that we will come close, resulting in

an overall reduction of more than 50% per die.

In order to reduce the costs associated with the installation

and qualification of tools, we developed a set of guidelines

for standard practices, as well as setting relative targets call-

ing for a 30% reduction in time and cost.  We have since been

working closely with suppliers to help them understand the

guidelines, forecast their costs, and address issues when the

forecasts fail to meet the goals.

The handbook of these and other requirements formed a thick

presentation that took more than four hours to deliver when

first rolled out to some suppliers in November 1995.  This was

useful but tedious.  We realized that we needed a one-page

document understood by everyone and capable of being

carried around in an executive�s shirt pocket.  Table 2 is the

one-page summary containing all the key requirements from

all the participating groups.  We identify the relevant indus-

try specs, and we include a column identifying the I300I po-

sition on each requirement.  (I300I is an international consor-

tium that is explained later.)  The I300I column emphasizes the

fact that our requirements are  more than Intel�s requirements.

Ultimately, they became requirements for the entire industry.

Table 2: 300mm equipment performance requirements
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Communicating the Requirements
The SCS-ratified CFWG requirements were communicated
through an extensive infrastructure of existing supplier man-
agement channels, primarily through the department that is
now called Capital Equipment Development (CED).  A small
group of 300mm content experts teamed with engineers and
managers responsible for the performance of individual sup-
pliers to deliver the 4-hour requirements package to each of
more than a dozen suppliers by the middle of 1996. These
meetings served to educate our own teams as well, since
300mm was new and generally of low priority compared to
more pressing 200mm programs. We used these meetings to
understand the suppliers� 300mm program status and their
reactions to our requirements as well.  Management of sup-
plier performance to the requirements was, at least in prin-
ciple, done not by the 300mm content experts, but by the
individual supplier team.  We produced a video to facilitate
delivery of the handbook content both within Intel and to the
supplier base.  We have also held topic-specific meetings
with a large community of suppliers, the purpose being to
clarify particularly subtle aspects of the requirements.

The Consortia
In 1987, a group of American semiconductor manufacturers
and the US government formed a consortium aimed at revers-
ing the losses the US industry had suffered at the hands of
the Japanese.  The consortium was called SEMATECH (Semi-
conductor Manufacturing Technology), which celebrated its
move into its Austin headquarters in November 1988.
SEMATECH focussed on rebuilding the infrastructure of the
American equipment suppliers.  There is little doubt among
the faithful that it was successful.  Some argue, however, that
the cost was excessive and that a set of conference rooms, a
coffee machine, and a legal umbrella would have accomplished
as much and would have saved us building a high-overhead
factory.

By the mid-1990s, two developments were shaping some major
changes within SEMATECH. Firstly, 300mm was identified
as the next wafer size, so SEMATECH initiated a 300mm pro-
gram.  As mentioned at the outset, there was agreement
amongst most players that 300mm should be different, and in
particular that the players should cooperate as much as le-
gally possible. Along those lines, in late 1994, a SEMATECH
task force ran a series of meetings organized by process type.
Suppliers and member company (MC) representatives were
invited, and the agendas included identifying critical prob-
lems that needed resolution, prospective MC schedules, and
performance specifications. In parallel, SEMATECH was pre-
paring cost analyses, based largely on estimates from the

suppliers of what they wanted to charge.  A summary meet-
ing was held at year�s end, during which, among other things,
suppliers and customers resolutely rejected the notion of
bridge tools6.

The second development was that the SEMATECH MCs
and the US government decided to end their partnership.
This naturally led to the idea that a SEMATECH 300mm pro-
gram should have international membership.  Combining that
notion with the desire to have a consistent testing methodol-
ogy, the international 300mm initiative or I300I was spun off
from SEMATECH.  It would use SEMATECH infrastructure,
but would be international and would secure most of its fund-
ing from its own MCs and not from SEMATECH resources.
Ultimately, it grew to 13 MCs, 6 outside the US, but none from
Japan.  Dues were approximately $2M per MC per year. Ini-
tially, the scope of I300I was limited to delivering test results
on a set of 0.25um 300mm tools by the end of 1997.

As SEMATECH began to deliver results in 1990, the Japa-
nese bubble economy of the 1980s began to deflate.  By the
mid-1990s this was compounded, for our industry, by the
amalgam of advancing semiconductor companies from Ko-
rea and Taiwan.  Rather than join I300I, with its distinctly
American flavor and slightly jingoistic aftertaste, the Japa-
nese formed their own SEMATECH-like organization called
SELETE, the Semiconductor Leading Edge Corporation.  As
SEMATECH did for the Americans, so was SELETE  meant to
do for the Japanese, i.e., give the (Japanese) MCs and (Japa-
nese) suppliers a competitive advantage over their counter-
parts in other countries.  Annual dues were approximately
five times higher than those of I300I, but expected outcomes
were greater: they included improvement and development
of new tooling.  SELETE was following the SEMATECH model
while SEMATECH itself was moving away from it.  Initially,
SEMATECH had tried to rally the Americans with wartime
fervor, citing the Manhattan Project and other heroic feats.
SELETE perhaps was trying to recreate the heroic deeds of
Japan�s VLSI program in the late 1970s and early 1980s, which
developed the 64k DRAM and which was responsible for
vaulting the Japanese into a leadership position in semicon-
ductors.

6 Bridge tools are used across a wafer size transition; they
had been commonplace at the 200mm transition, with the
result that 200mm tools offered little economic advantage
over 150mm tools.  Bridge tools are making a bit of comeback
today, but with a few exceptions, a single tool cannot meet
our performance expectations at two different wafer sizes.
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The stated purpose of  I300I was to distribute, over the 13
MCs, the costs of evaluating tools, as well as to provide
those evaluations in a consistent manner.  To that end, an
extensive Demonstration Test Methodology (DTM) was de-
veloped that provided MCs and suppliers with a common
language to discuss and measure tools. The scope of the
DTM, and the number of tools tested determined the I300I
budget. Testing of tools was the prime deliverable, and the
DTM has been applied to 60 demonstrations, of varying de-
grees of extensiveness, as of this writing.

There were two additional somewhat unexpected results that
I300I delivered that have been very valuable.  First, the sched-
ule they set for the demonstrations became the de facto
schedule for the industry conversion.  Motorola was trying
to move the industry forward with unilateral pronouncements,
supplier meetings, and promises of purchase orders to come.
Other manufacturers were announcing their own schedules
with less fanfare.  The result was that there was no industry
schedule for this industry transition until I300I published a
schedule for the 1997 demonstrations.   This served to align
the demands of the manufacturers and the readiness of the
suppliers.  Some have said that it introduced delays because
leading customers backed off until after the demo results
became available, but these original schedules were market-
ing schedules, not manufacturing schedules. In 1998, now
that the time line has been pushed out twice, many suppliers
are irate with I300I for publishing such unreliable schedules.
However, I300I has merely repeated what its MCs have told
it, and the forces driving the delay are powerful indeed, al-
though analysis of those is beyond the scope of this paper.

The second additional result was that I300I has become the
de facto standards body for 300mm worldwide. As part of its
effort to develop the DTM, it had to identify what would be
tested.  For each different tool type, appropriate performance
measures and target values, such as, etch rates, process uni-
formity, or capital costs per wafer per unit time, were devel-
oped7.   In addition, I300I worked to develop a set of require-
ments (AMHS, safety, and other areas) common to all tools.
A high degree of compliance to the common requirements, as
determined by I300I, became the key to further testing.  These
requirements, agreed to by the 13 MCs, became the defining
standard of 300mm.  SEMI is the official international stan-
dards-setting organization of our industry. The SEMI ballot-

ing process was used to ratify what the customers had agreed
upon at I300I.8

The fact that we had two consortia, I300I and SELETE, served
to complicate matters because the I300I requirements could
not truly be the industry requirements until they were nego-
tiated with the Japanese.  Additionally, SELETE explicitly
stayed out of the game of setting standards, leaving that to
another organization called J300.    Teams from I300I and J300
began meeting by mid-1996, actively trying to avoid a built-in
divergence in requirements.  At SEMICON West in 1997, the
two organizations announced and distributed their single set
of requirements for the 300mm generation.  These were called
the Global Joint Guidance on 300mm Semiconductor Facto-
ries.9  They are barely distinguishable from the set of require-
ments developed by our CFWG.  At SEMICON Japan 1998,
we expect a similar document to be published covering the
requirements of 300mm assembly equipment.

The path from CFWG to Global Joint Guidance is our spec or
standards pipeline.  Following problem identification, we form
a multidisciplinary group within Intel to develop a need-driven
schedule to solve these problems. Some members of this
group need to be well informed about and participating in
relevant external activities and industry groups.  If there were
no such activity, they would initiate it. The group will meet
regularly and review progress at the monthly CFWG meet-
ings and if necessary with other stakeholders within Intel.
Once we reach consensus within Intel, we try to influence
the industry groups.  The CFWG has imposed the require-
ment on the Intel group that their solution must ultimately be
the industry standard, so there is give and take until we�re all
in agreement.  It is the case today that for every topic of
interest to us there is a parallel group at I300I, and the I300I
group then takes the topic to their counterpart in Japan, the
J300.  In parallel, if there are SEMI standards to be voted on,
a few individuals at Intel will begin an exhaustive campaign
to ensure high SEMI voter turnout. This is important be-
cause a low turnout invalidates the vote, slowing down the

7 www.sematech.org/public/division/300/metrics.htm

8 Early on, manufacturers and suppliers alike had expressed
the view that the SEMI process was too slow to be effective
for defining standards at the beginning of the transition, rather
than after the fact as had happened before.  To date, the
SEMI process has worked well enough, and all parties have
accepted the fact that I300I requirements may precede formal
SEMI acceptance, but that the goal remains to obtain SEMI
standards status.

9 www.sematech.org/public/division/300/guide.htm
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setting of standards.   Everything is in order and success-
fully exercised for the standards defining AMHS interfaces,
lot carriers, mini-environments, some assembly issues, and
others. More are still being worked on.

New and Improved Business Processes
Within Intel, a number of business processes have been im-
proved or invented to ensure that the overall goals for the
300mm transition are met.  A few deserve special mention,
although most details are beyond the scope of this paper.

Intel has a time-tested equipment-selection methodology that
is managed by the strategic committees mentioned earlier.
Because at 300mm there were a number of new requirements
that do not pertain to 200mm equipment, we developed a new
set of selection-training materials and delivered them to key
people from every selection team.  The new selection meth-
odology and requirements augment the existing system; they
do not replace it.

Intel uses a purchase spec to define the requirements of our
equipment and to manage supplier performance to those
goals.  The generic form of this document was updated to be
consistent with the requirements that eventually became the
Global Joint Guidance.  Some other changes were included
too, where those changes would drive increased productiv-
ity of the toolset.  For instance, we changed the specification
for individual tool scrap rates to be consistent with results
already achieved within Intel, thereby increasing the overall
line yield targets by approximately 2%. The achieved results
had not yet been, and likely never would be, incorporated
into the 200mm purchase spec.   The writing of the new spec
served as yet another scrubbing of our requirements, which
ensured that we asked for industry standards, not some
unique ones favored by a special interest group within Intel.

Several sources of data are used to set targets for tool perfor-
mance, to provide real time measurements of tool performance,
and to order tools based on some combination of the above.
The sources tend to be in conflict, and there is no formal
system to resolve the conflict, sullying the decision making
process.  For 300mm, we put in place a single database called
the Selection Database (SDB), which serves as the sole
source for decision-making data.  The stakeholders have de-
fined and agreed on a process for updating the database and
for using it for various applications.  The system has some
shortcomings, e.g., it is not particularly user friendly, and we
find ourselves needing to remind people that this is the sole
source.  But, it does work, and it enables engineers and man-
agers to quickly answer questions and develop summaries
that would otherwise be obtainable only by extensive scur-
rying.

Each selection team has the responsibility to develop cost
models to manage suppliers to productivity expectations and
AMHS interface requirements, to measure utilities and natu-
ral resource consumption, and to do several other tasks.
While we had trained the teams on the requirements, we
needed to oversee them on their performance to a degree
never done before.  If we failed to do that, we could be pretty
sure that the full benefits of 300mm would not be realized.
We put in place the Selection Synergy Working Group, char-
tered by the CFWG, whose initial function was to provide a
single forum for answering questions about requirements
and 300mm business processes.  Somewhat later its function
changed to ensuring that the teams were functioning prop-
erly, that they had membership from all the right groups at
Intel, and that they had schedules for testing.  Finally, today,
the Synergy WG�s role is to monitor progress on key
deliverables of the selection team, to delve as deeply as pos-
sible into technical issues related to meeting 300mm targets,
to challenge the teams to exceed the targets, and to provide
clear summaries to management of performance across the
toolset.  For instance, at 200mm, it would be an exhausting
effort to put together data on a single topic, such as, compli-
ance to emissions� standards, across all the tools being se-
lected within a given timeframe, even though in 200mm only
a few tools are being selected at once.  Through the action of
the Synergy WG, we get summaries across the entire toolset
on each of approximately ten different topics.  In principle,
the functions of the Synergy WG could be completed by the
committees managing selection, but they have asked the
CFWG to manage these details for them, while retaining re-
sponsibility for making the selection itself.

For 200mm selections, each team is individually responsible
for securing the test wafers it needs to properly exercise tools.
The test wafer flows are typically run in our development
fabs.  Since Intel has no 300mm tools, running test wafer
flows is impossible so we replaced the distributed model of
test wafer acquisition with a centralized model called the Sili-
con Clearing House (SiCH).  The SiCH had three primary
functions: (1) to determine the flows needed for all selec-
tions,  (2) to secure processing of these flows outside Intel,
and  (3) to manage the logistics of pushing wafers from ship-
ping and receiving to sites where processing could occur
(primarily Austin, Santa Clara, and Japan), and then redistrib-
uting the wafers to the teams as needed.  In this fashion,
approximately 5000 wafer passes have been processed to
date (Figure 6), with another 5000 anticipated prior to comple-
tion of all the selections.  This is the most complex and under-
appreciated task of the entire 300mm program.
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The strategic committees managing selections are limited to
examining the most expensive tools.  The number of tools
they manage is counted in tens, whereas the number of line
items in the full catalog of everything needed for a factory is
counted in thousands. Intel�s change control policy, called
Copy EXACTLY!, demands that every item be the same in all
factories running the same process technology.  The busi-
ness processes for ensuring compliance on the less expen-
sive tools were ad hoc at best; many decisions were not
reviewed and were left up to individuals.  For 300mm, the
CFWG was asked to manage the selection of the thousands
of tools falling in the cracks between the strategic commit-
tees.  Many of these items are not wafer-size dependent, so
they default to today�s choices.  Many others fail to meet
criteria related to process sensitivity or total cost, so teams
are asked to follow a formal selection process, but the results
are not reviewed.  The remainder, again numbering in the
tens, will be reviewed by the CFWG as we near selection.

Getting to GO!
While the CFWG and the various other committees staffed
by middle management served to set most direction and man-
age most details, for Intel to make the multi-billion dollar de-
cision to go to 300mm, a higher level committee was needed.

In July 1995, the first 300mm Steering Committee was formed,
with a charter to make a recommendation for action based on
an analysis of the full set of relevant issues.  Comprised of
vice presidents and senior managers representing engineer-
ing, materials, development, strategic planning, manufactur-
ing, and finance, we made our first recommendation in early
1996: Intel should proceed towards 300mm, intercepting it at
our 0.18um generation in Santa Clara, to be followed quickly
by the 0.13um generation in Portland.

A second similarly stacked committee was formed to steer
the project into existence.  A date for first deliveries was set,
October 1, 1998, and planning commenced.  The new steering
committee defined a process of reviewing overall status (or
risk), and the First Risk Assessment was done in October
1997.  We determined that Intel�s need for additional capacity
and the industry�s ability to deliver it at 300mm no longer
coincided.  The committee pushed out our intercept to 0.13um,
with first tools scheduled for an April 1, 1999 delivery.  At the
time, it appeared that more than six companies would put
together pilot lines in 1998 and 1999.

Because the intercept no longer called for development at
two generations and two sites, the committee task was greatly
simplified, so it made itself once again.  The Second Risk

Figure 6: 300mm silicon clearing house wafer moves. Figure courtesy of Melton Bost.
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Assessment was done  in May 1998 and showed that the
international slowdown signaled by the Asian financial crisis
of 1997 had decimated the industry�s plans for 300mm in 1998
and 1999.  Only Siemens� pilot line, with partnership from
Motorola and money from the German government, was likely
to get off the ground in that period.  Nevertheless, overall
tool readiness appeared somewhat better, but real knowl-
edge of it was too thin to make a startup decision.  Further-
more, the schedule for the 0.13um intercept did not really
demand first tools in April 1999; we could slip the first dock
dates without compromising the process certification dates.
Combining this with the slowdown in business and the reex-
amination of all major capital programs, the recommendations
of the Second Risk Assessment group were (1) that we make
no commitment to a startup date, (2) that we take the next six
months to make detailed inquiries into tool readiness, and (3)
that we do a Third Risk Assessment towards the end of 1998
to determine what date, if any, would work.

Fourth Quarter of 1998 Outlook

The overall industry slowdown has reached historic propor-

tions, and the lack of a startup date has made management of

the suppliers more difficult than usual, but not impossible.

We have weathered the dog days of summer 1998 when lay-

offs in the equipment industry became routine, when the

world�s largest supplier withdrew from I300I undermining

I300I�s importance and seeming to threaten it with extinction,

when at SEMICON West senior managers from various sides

met but seemed near fisticuffs, when banner headlines in the

San Francisco Bay area papers announced the death of

300mm, when every pundit, no matter how small, offered their

opinion on the demerits of the industry transition, and when

our own selection teams declined to fulfill program commit-

ments because they felt management was itself not commit-

ted to continuing the program.  Ignoring all the negativity, we

are focussing on the critical task of getting the data on tool

production worthiness, by working extensively with I300I,

with suppliers, and with key groups at Intel.

As we enter the last quarter of 1998, we are vigorously exer-

cising a process to review the teams� equipment data tool-

by-tool, anticipating the Third Risk Assessment before year�s

end.  As of this writing, we expect that approximately 80% of

the required tools will be ready for selection and a January

2000 startup. As for the remaining 20% of the tools, there are

no known showstoppers; they will just need to be managed

carefully.

Overcapacity is driving manufacturers to extend the
useful life of 200mm equipment where ever possible.
The 200mm era, in the sense of new construction of
200mm lines by the major manufacturers, is effec-
tively over.  The next big opportunity for the suppliers
is 300mm.  The forecasted productivity of the 300mm
equipment looks very good, appearing to come close
to capital productivity targets, as shown with historical
perspective in Figure 7.  If the forecasts are borne
out in practice, then 300mm will seem a much more
attractive alternative to using 200mm fabs, even those
where the equipment set is largely depreciated.
When the realization of this counterintuitive result
sinks in, as it has here, the industry will make the
transition much more rapidly than it did when it went
to 200mm10.  The first year in which this will have a
big impact on suppliers� revenue is 2000, and the first
year it will have an impact on manufacturers� cost is
2002, possibly as late as 2003.  This impact, as
measured by die cost reduction, will be twice as large
as that of any wafer size conversion in our short
history.  The two lessons we should take away from
this are that such transitions should be planned as an
industry and that wafer size should increase by at
least 50%.

10 The transition to 200mm took place over many years.  IBM
began production in 1988, but the transition was still gaining
momentum in 1993 when Intel began 200mm production.
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Abstract

A semiconductor factory goes through many phases in its
life cycle including design, build, various ramps, and many
levels of production. Maximizing the profitability and return
on investment across this life-cycle is a critical component of
Intel�s approach to financial success. We have been apply-
ing the concepts of Goldratt�s Theory of Constraints across
the factory life-cycle and have realized improved performance
in many of these phases, as well as in the integration of the
phases.

The Problem
Within Intel Corporation, there are at least three identifiable
supply lines (Figure 1). The most obvious from outside the
company is the product supply line. This supply line includes
planning to schedule production, materials to supply the in-
gredients, manufacturing to produce the products, and lo-
gistics to deliver them. This is the supply line that springs
into action when you place an order with Intel and find it
being delivered a short time later. Another supply line for
which Intel is famous is its technology supply line, which
has two major branches. One is product design, delivering a
stream of ever faster and more capable product designs for
manufacturing to build. The other is process design, provid-
ing a sequence of ever finer and more capable processes for
manufacturing to follow in building products. Together they
form the supply line that responds to the insatiable market
demand for faster semiconductor devices with higher func-
tionality. Perhaps the least obvious supply line from outside
the company is the capacity supply line. This is the supply
line that manages manufacturing resources. It is always try-
ing to supply the most cost-effective manufacturing capabil-
ity synchronized with market demand. This supply line in-
volves at least the selection and layout of equipment (de-
sign), construction of buildings (build), startup of produc-
tion (ramp), and operation (Mfg) of Intel factories. Since man-
aging this capacity supply line is the primary focus of this
paper, we discuss how this supply line is driven, how its
components work together, and what problems it must over-
come.

Figure 1: Intel supply lines

Clearly the capacity supply line is driven by market demand.
More interestingly, it is also driven by advances in process
technology. As semiconductor process design moves to finer
line widths, new cleaner factories with improved equipment
are needed to produce cutting-edge products commanding
premium prices. This results in older factories being relegated
to run products that are no longer at the cutting edge and
which the market treats as commodities. Both these scenarios
have a profound effect on the capacity supply line. Because
the expense of building new factories is rising rapidly, there
is great pressure to keep costs as low as possible and get
productivity as high as possible. Because the older factories
are now producing commodity products where every penny
counts, there is also great pressure on them to keep costs as
low as possible and get productivity as high as possible.
One of the major themes of this paper, therefore, is �doing
more with less� in the capacity supply line.

Another major issue for the capacity supply line is integra-
tion. It is surprising to note that the four main tasks in the
design-build-ramp-run sequence of the capacity supply line
can be executed almost independently with very little infor-
mation flowing between them. While blindly following this
factory life cycle sequence will result in a running manufac-
turing facility, if the tasks are not well integrated, the facility

Improving Throughput Across the Factory Life-CycleKarl G.

Kempf, TMG/TME Decision Support Technology, Intel Corp.

Index words: constraints, capacity, supply



might require extra time and/or money to complete. And while
the resulting manufacturing facility will produce products, it
might not do so very efficiently from a time or cost perspec-
tive. Integrating the design-build-ramp-run tasks provides a
dual benefit for the capacity supply line: supplying the ca-
pacity as efficiently as possible and applying that capacity
to supply products as efficiently as possible. Therefore, an-
other major theme in this paper is �efficiency through inte-
gration� in the capacity supply line.

Finally, almost every step in the design-build-ramp-run se-
quence that makes up the capacity supply line involves the
variable availability of resources. Most of the activities in the
build, ramp, and run tasks require the simultaneous availabil-
ity of equipment, materials, and skilled personnel to progress.
The absence of any one resource stops activity, and the
availability of all such resources is variable. Equipment breaks
and needs to be maintained. Materials are supplied by ven-
dors with imperfect resources. People take breaks and even
when working diligently can only be in one place at a time.
Even the design task requires detailed data about the vari-
ability in the availability of the build, ramp, and run resources.
The third major theme of this paper, therefore, is �managing
variability.�

The problem for the capacity supply line is to supply the
most cost-effective manufacturing capability synchronized
with market demand. Three themes interact to complicate any
approach to managing the tasks involved in solving this prob-
lem. The pressure to do more with less is never ending and
takes different forms over time. The individual tasks are com-
plex enough that it is tempting to try to divide and conquer
them, but not tackling them as an integrated whole will prove
very expensive in time and money. The availability of re-
sources for each of the tasks is always variable.

The Basic Solution
Over the past several years, we have been able to employ the
concepts of Goldratt�s Theory of Constraints (ToC) to im-
prove the performance of our capacity supply line. The most
abstract version of Goldratt�s ToC has to do with making
money. The most concrete version has to do with managing
individual resources. Both versions are summarized here and
then applied to tasks in the capacity supply line.

One of Intel�s corporate goals, supported in different ways
by each of the supply lines, is to make more money now and
in the future. Moneymaking is usually measured with two
parameters: net profit (how much did we make) and return on
investment (relatively, how much did it cost us). Ideally Intel
maximizes profit while minimizing the investment required.

Translating these ideas into capacity supply line terms, we
can use this corporate goal to drive supply-line decision
making. Throughput (T) is money generated by manufactur-
ing that is directly related to quality product shipped on time
resulting in sales. Some expenditures are required to make T.
Inventory (I) is money inside the capacity supply line such
as equipment and spares and in-process materials. Operating
Expense (OE) is money required by the capacity supply line
such as overhead and personnel expenses to turn inventory
into sales. These terms are related to profit (P) and return on
investment (RoI) as:

P = T - OE

RoI = ( T - OE ) / I

These equations explain the pressure to reduce inventory
and operating expenses while increasing throughput in all
stages of the capacity supply line as an approach to doing
more with less.

ToC derives its name from the key observation that in any
system, the resource with the lowest capacity constrains
throughput. The key process in ToC is aimed at improving
throughput as the best way of driving up profit and return on
investment. Step 1 involves identifying the system constraint.
Step 2 focuses on understanding all means to exploit the
constraint and maximize its throughput. This almost certainly
includes protecting the constraint from the variability of other
resources. Step 3 subordinates all other resources to the con-
straint, supporting all means of exploiting its capacity. Step 4
advises that whenever possible the constraint should be bro-
ken or removed, raising the throughput of the system, and
the improvement process rejoined at Step 1.

The rest of this paper describes how we have used these
simple ideas to develop powerful techniques to integrate and
optimize the Intel capacity supply line.

Manufacturing
Our first and so far most successful application of ToC to the
capacity supply line has been in manufacturing. This was an
obvious place to start since manufacturing is included in all
of the supply lines shown in Figure 1. Consider the simple
factory shown in Figure 2. There are three processing steps,
each with a machine, an operator, and an average run rate in
units per shift. Since Step 2 has the lowest capacity of all of
the resources in the system, it is identified as the factory
throughput constraint. The factory cannot produce any more
than this step can run, and any time this step is idle, factory
capacity is irreversibly lost. As part of the exploitation pro-
cess, its rate is identified as the �drumbeat� with which to
synchronize the rest of the production line. To fully exploit
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the capacity of the constraint, it must have three things avail-
able at all times: material to work on or work-in-progress (WIP),
a machine to load the product into, and a skilled operator to
perform the work. Subordination of the rest of the resources
of the factory involves ensuring the constraint has its re-
quirements satisfied at all times. If the factory capacity is to
be raised, the capacity at Step 2 must be raised by improve-
ment projects or equipment acquisition. And if it is raised
beyond 900 units per shift (ups), then Step 2 is broken as the
constraint and Step 3 takes its place.

Figure 2: A simple factory

The first requirement for exploitation of the constraint is WIP,
and other resources must be subordinated to ensure that the
constraint is always fed. One cause of the constraint starv-
ing is the inevitable breakdown of Machine A (variable avail-
ability). One way to protect the constraint is to place a WIP
buffer between Machine A and Step 2. The size of the buffer
is based on the historical distribution of times to repair Ma-
chine A. Machine A is subordinated to Step 2 by always
being run in such a way as to maintain the correct level in the
buffer. Too much WIP in the buffer raises factory throughput
time (TPT) but does not raise output. Too little WIP in the
buffer risks factory capacity. Any other way of running Ma-
chine A fails to optimize constraint performance and there-
fore factory performance.

Another way to ensure that WIP is fed to the constraint is to
control material release. Naively releasing 700 ups is not ad-
equate. Subordinating material release to the constraint in-
volves allowing the constraint to pull in the amount of work
it requires. When the constraint is undergoing maintenance,
less material is released. When the constraint exceeds its
average output, more material is released. This concept is
described in ToC as tying the �rope� between the constraint
and material release so that the constraint can �pull in� the
work it needs as it needs it.

The ToC-based approach to WIP management gets its name

from the combination of these ideas: drum-buffer-rope or DBR
(Figure 3). Consistent use of these ideas drives the factory
towards maximum throughput at minimum throughput time in
the face of any variability in the availability of equipment. We
have used these basic ideas, complemented with our own
extensions, in process technology development facilities (TD
fabs), high-volume manufacturing fabrication facilities (HVM
fabs), and factories where die are assembled with their pack-
aging and final testing is done (A/T). In all cases, factory
throughput has gone up by 10% to 20% while inventory has
gone down, with no capital outlay or increase in operating
expenses. Simply getting the same equipment and people to
work more effectively is the key.

Figure 3: The Drum-Buffer-Rope factory

The second requirement for exploitation of the constraint is
that the constraining equipment be up as much of the time as
possible. The subordination required here is that maintenance
of the constraint equipment takes priority over other equip-
ment. In general, the more the equipment constrains the fac-
tory, the higher its maintenance priority. In the simple factory,
Machine B has priority over Machine C, and Machine C has
priority over Machine A. Since Machine B being down is
equivalent to the factory being down, we have extended this
basic thinking to further specify the number and training
level of personnel dispatched to perform maintenance as a
function of the constrained-ness of the tool(s) involved. This
approach can yield as much as 5% more throughput with no
change in inventory or operating expense.

The third requirement for constraint exploitation is that the
constraint be staffed at all times. The subordination here can
come in many forms. For example, machine operators assigned
to the constraint must collaborate to cover for each other at
breaks. Furthermore, breaks for machine operators should be
coordinated with the activities of repair technicians. Another
possibility is to cross-train operations and maintenance per-
sonnel on multiple tasks. The subordination here is to bias
cross-training more toward the constraint and less toward
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the non-constraints. In the simple factory, all three operators
would be trained for Step 2, two operators for Step 3, and one
for Step 1.

These ideas can be applied to many other facets of manufac-
turing to further manage variability and get more throughput
from the same (or less) inventory and operating budget. For
example, consider line yield (the scraping of WIP at interme-
diate positions in the process flow). With finite resources to
address line yield problems in the simple factory, it is impor-
tant to address line yield losses at Step 3 before Step 1. This
is true because losses at Step 1 can be recovered by releas-
ing more raw material into the factory and using the excess
capacity at Step 1. Losses at Step 3 are much more costly
since each involves irreversibly discarding the constraint
capacity invested in the WIP that is lost, and running new
material through the constraint again to replace it.

Another example involves the prioritization of engineering
projects (assuming finite engineering resources). Given the
choice of increasing the capacity of Machine A through an
elegant and interesting engineering effort, or decreasing the
preventive maintenance time on Machine B through a mun-
dane and uninteresting effort, the latter should have priority.
The reason for this is that the mundane project will increase
factory capacity by increasing the availability of the con-
straint to do productive work. Investing effort in the former
project on a non-constraining tool will have little (if any)
positive impact on factory performance.

Design
Our second major application of ToC to the capacity supply
line has been in the area of factory design (Figure 1), specifi-
cally in selecting the number of pieces of equipment to pur-
chase. The goal of �doing more with less� in the capacity
supply line starts here. The naive approach to design would
simply be to build a balanced line, that is, a line that has the
same capacity at each process step and is equal to the de-
sired output of the factory (Figure 4). Aside from being very
difficult because of the integer nature of equipment, ToC
argues that this would be a very difficult factory to operate.
Although there is no obvious constraint from the point of
view of inspection of the average run rates of the three pro-
cessing steps, there would be a constraint on the floor of
such a factory. It would be the last machine that had an un-
scheduled breakdown, and so would move around. This
would make it very difficult to instruct Sam, Mary, and Juan
on how to run shift by shift, to release the right volume of
material, to optimize cross-training, and to prioritize equip-
ment maintenance, line yield improvement, and engineering
projects.

Figure 4: A balanced line

 ToC would argue for an unbalanced line. Such a line might
require a small increase in equipment inventory to provide
the imbalance that identifies the constraint, but would sup-
ply increased throughput due to its ability to be efficiently
managed. The interesting question that we have answered
over the past few years is �how much imbalance?� Too little
imbalance in the design of factory capacity leads to ineffi-
cient operation and lost throughput. Too much imbalance
leads to wasted capital expenditure and too much equipment
inventory, not to mention too much of an operating expense
to run and maintain it.

The first key to answering the imbalance question has to do
with the cost of the equipment. Reasoning from the inven-
tory perspective, the most expensive equipment set should
be the constraint, the next most expensive equipment set the
near constraint, and so on. This means that we can imbalance
the factory with the least expensive equipment sets making
them the non-constraints.

The second key to the imbalance question has to do with the
manner in which the variability in the availability of the equip-
ment, people, and WIP stacks up across the factory. Since it
is important to protect the constraint from starving due to the
variability of upstream resources, more of those highly vari-
able resources can be purchased. This imbalances the line,
and does so in such a way as to reduce the variability of the
troublesome equipment set by having more members in the
set.

The third key to the imbalance question has to do with the
WIP management ideas described in the previous section.
Remembering that the goal of drum-buffer-rope is to maxi-
mize throughput at minimum throughput time in the face of
any variability in the availability of the resources, it is impor-
tant to include the WIP policy in the factory design process.
Selection of the equipment sets to be the constraint and near-
constraints must include considerations of how easily they
can be exploited and how easily the other equipment sets can
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be subordinated. As a contingency for future success and
market upside, the design process must also consider the
possibilities for breaking the constraint.

After practicing on two previous process technologies, we
have applied this approach to our three latest process tech-
nologies as they rolled out and forced existing factories to be
refit with new equipment or else new factories had to be built.
The savings compared to our previous design methods have
been in the range of 3% to 8% in capital cost (or I) for equal or
improved throughput. While these percentages may seem
small, given the multi-hundreds of millions or billions of dol-
lars spent on equipment in each of our factories, the absolute
savings have been substantial.

Ramp
Our most recent application of  ToC to the capacity supply
line has been in the area of factory ramp (Figure 1). Once
again, the theme of �doing more with less� arises, and once
again ToC points a way forward. Ramping a factory means
going from one level of production to another. In an existing
factory, this might mean ramping volume up or down on the
current process, or ramping down an old process and ramp-
ing up a new process. In a green field situation, this means
going from zero production to full-volume production. Since
semiconductor production equipment is so expensive, it is
normal in all these cases for equipment installation and equip-
ment operation to be going on simultaneously. Once one (or
a few) pieces of each type of equipment has been installed,
raw materials are released into the line and production pro-
ceeds. As more tools are added, more raw materials are re-
leased.

ToC can be used in two ways to produce the fastest, cheap-
est ramp. One is to determine the identity and utilization of
the constraint. On the one hand, since production is going
on during the ramp, all of the ideas described above in the
section on manufacturing should be applied for maximizing
throughput. This would require that the constraint is known
and does not move around. On the other hand, equipment is
being installed daily and the capacity of the factory is dy-
namic. This means that the identity of the constraint could
change from day to day. Goldratt�s ToC argues that the in-
stallation of the equipment should be choreographed so that
the identity of the constraining equipment set is constant
and throughput can be maximized.

The other way in which ToC can be applied is to use the same
thinking described in the section on manufacturing, but this
time, transform the entities being discussed. In manufactur-
ing, the process flow is the physical/chemical transforma-
tions being made on the wafers in fab or the die in A/T. The
WIP is the product that is moving across the flow. The con-
straints are usually the processing equipment or the person-

nel operating or maintaining the processing equipment. Dur-
ing a ramp, the process flow is the installation and qualifica-
tion steps required for each of the equipment types. The WIP
is the pieces of processing equipment being installed includ-
ing supporting materials. The constraints are the electricians,
piping specialists, mechanical contractors, qualification tech-
nicians, and so on who are executing the installation and
qualification steps.

Once this transformation has been made, it is simply a matter
of using the identify-exploit-subordinate-break process that
is the core of ToC. The constraining resource is identified,
and all ways to exploit it for maximum throughput are identi-
fied. All other resources are subordinated to the constraint. If
higher throughput is desired, that is, the ramp needs to be
done faster, the constraint must be broken.

This leads to the interesting question that we are currently
answering, that is, �How fast should a ramp be done?� At
one extreme, a large number of resources could be utilized
(high OE), and the ramp could move along very quickly. But,
if the result is more product at a faster rate than the market-
place can absorb (low throughput), then the RoI on the ramp
is not very good. (Remember T is product sold, not just prod-
uct produced.) At the other extreme, a very low-speed ramp
could be executed with few resources (low OE). But, if the
result is less product at a slower rate than the marketplace
can absorb (low T), again the RoI is not very good. This is
magnified by the fact that inventory would also go up since
the equipment would be WIP for a longer period.

And of course, the ever-present variability in the availability
of the resources has an impact on the ramp rate just as it did
on the design and manufacturing phases. However, we ex-
pect that applying Goldratt�s ToC principles to this balancing
problem in the face of variability will increase our perfor-
mance during a ramp by as much as 15%.

Integration
Each of the previous sections has described how we have
used ToC to do more with less while managing variability
across the capacity supply line. The topic that has not been
mentioned since the problem statement is �integration,� and
ToC has helped in many ways on this important topic.

Using ToC in the design phase has decreased the amount of
equipment we purchase (I) to deliver the same throughput
(T). This means that even if we didn�t use ToC in the ramp
phase, there would be less equipment to install and so the
ramp could be faster and cheaper. But since we do use ToC to
ramp, we can better manage the constraint and apply all of
our manufacturing ToC ideas earlier to realize higher through-
put sooner from the reduced equipment set.
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Using ToC in the design phase forces one to include the WIP
policy that the resulting factory will use, and that in turn
forces one to carefully consider how the factory will run at
high volume. The fact that the WIP policy has already been
designed means that it can also be applied during the ramp
instead of waiting until all of the equipment has been in-
stalled.

Last but not least, we use modeling and simulation to try
different scenarios around the ideas of ToC over the factory
life cycle. And in some cases, we embed ToC ideas into our
automation systems. The fact that one model can be imple-
mented and used during the design phase, and the same
model can be used in the ramp phase, and used again in the
manufacturing phase saves a tremendous amount of effort
and provides a very large boost to continuity. For example,
we are now in a position based on our work with ToC to
design a WIP policy during the design phase, and to plug it
into our automation system to be used in the ramp and manu-
facturing phases. This is a markedly different approach from
that of considering the factory life cycle phases as separate
minimally-communicating events.

Conclusions
The application of ToC to the design, ramp, and manufactur-
ing components of Intel�s capacity supply line has signifi-
cantly benefited each individual component financially as
well as benefiting the integration of the components. ToC
has been a practical way to continuously improve the �more
for less� mentality that pervades our capacity supply line,
and it has enabled us to manage the inherent variability of
availability of all of the resources that the capacity supply
line depends upon.

The most obvious missing component of this story is the
application of ToC principles to the build component of the
capacity supply line. Thinking even more broadly, one might
speculate about the magnitude of the benefits of applying
ToC to the non-manufacturing components of the product
supply line and the technology supply line. Pushing outside
of the supply lines, one might inquire about using ToC in
finance, human resources, or marketing. Given the steady
increase in our rate of applying ToC based on our successes,
it should not be too long before a description of our work in
this area appears in this journal.
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Abstract
This paper discusses line defect control through the use of
defect monitors in semiconductor manufacturing.  Defect
monitor development has focused on maximizing good die
output through die yield improvement in a cost-efficient man-
ner.  Line defect monitors provide rapid feedback and shorten
cycle times for problem resolution.  For high-volume manu-
facturing, line defect control is employed to achieve rapid
excursion response and more stable yields.  Return on in-
vestment analysis optimizes the cost of defect metrology
against die cost reduction achieved by higher die yields.

Introduction
A semiconductor factory must provide predictable output to
meet its customer commitments.  Predictable output is based
on meeting the die yield, line yield, and wafer throughput
time forecasts for the factory.  Today�s semiconductor manu-
facturing processes have over 150 process steps and several
weeks of throughput times.  Several weeks of output is at risk
if the only metric to measure the quality/yields of the wafers
is at final test.  Line defect control is a method that uses inline
defect monitors to measure defect/quality levels on product
wafers at various sampling points throughout the manufac-
turing line [1,2].  Inline defect monitors give quantitative and
qualitative information about the types of defects detected
on the wafer surface.  A response system based on the infor-
mation collected by these defect monitors assures good line
defect control.

Line Defect Control Method
Defect monitor development has focused on maximizing out-
put through die yield improvement in a cost-efficient manner.
Numerous manufacturing and die yield advantages from prod-
uct wafer defect monitoring have been realized over tradi-
tional bare test wafer monitoring.

Line defect control is achieved by measuring and controlling
defects on process equipment/tools and by inspecting and
controlling defect levels on product wafers.  Defect levels on
process equipment are measured by running silicon test wa-

fers through the tool and then responding to shifts in defect
levels measured on the test wafers.  The traditional method
of inspecting product wafers was to visually inspect wafers
under a microscope.  The visual inspection technique worked
well for detecting relatively large and high-density visible
defects.  However, it was limited by the skill of the inspector
and the limited die sampling area.  As process technologies
move to smaller geometries, the size of yield-limiting defects
is scaled with the feature size.  Similarly, the high capital cost
of current semiconductor factories requires ever-lower de-
fect densities for each generation of technology.  The indus-
try has responded with the use of automated defect inspec-
tion equipment for product wafers and parallel development
of response systems, called product line monitors.

Defect detection is a critical component of defect reduction
and control (1).  The SIA Crosscut Technology Working
Group [3] has formed its own sub-group to ensure that the
roadmap for future defect detection capabilities is consis-
tent with the future (higher) yield requirements forecasted
by the industry.  The two primary techniques for automated
defect inspection are either optical based or laser detection
based.  In the optical inspection method, pixels in one die
or cell are compared to adjacent cells, with differences
counted as defects.  This method is very good for catching
small visible defects and even subtle pattern variations.  As
the sensitivity is increased, however, optical detection is
limited by noise from subtle color variations and natural
thin-film grain structure variation.  In the laser defect
detection method, defects are detected from reflected
signal changes as the laser is rastered over a surface
anomaly.  The laser method is good at picking up defects
on layers where the wafers are relatively planar; that is,
when the defects are large relative to the pattern topogra-
phy.  Laser tools scan much larger areas per unit time than
do optical tools.  Both methods have their strengths, and
they are used accordingly to provide the best visibility of
different types of defects.  Once the die are inspected,
optical reviews are used to classify defect types.  Defect
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paretos, as shown in Figure 1, are constructed to under-
stand the different types and levels of defects at each
inspection location.

Figure 1: Defect classification pareto for a defect monitor

For line defect control, multiple product line monitors are
inserted throughout the manufacturing process so there is
continuous feedback on the stability of defect levels.  Moni-
tor locations are chosen based on multiple considerations
including the excursion risks of preceding operations, the
yield impact of the layer defect population, and the quality of
the monitoring recipe.

Defect Control in Manufacturing
As with other commonly monitored parameters, statistical
process control (SPC) is used to monitor defect trends and
trigger responses, as shown in Figure 2.  Automated factory
floor response systems are initiated when defect limits vio-
late statistically determined SPC control limits.  These Out of
Controls are the first line of defense against tool excursions.

Figure 2: Defect monitor control chart

The response systems in a manufacturing line are critical to
the effectiveness of the line defect monitors and to the
workflow of the manufacturing line.  If the manufacturing
technicians (MT�s) do not have a well defined response flow
system, then either the response is inadequate or the
workflow of the manufacturing line is interrupted while an
engineer is called in to decide how to respond.  The MT�s
must be trained to respond on a 24-hour basis.

Line defect control can be used to improve yields by adding
stability to the line and by using the defect pareto data (Fig-
ure 1) to eliminate or reduce �killer� defects.  Using SPC, line
defect monitors can be used to detect defect excursions, and
the rapid feedback minimizes material loss.  Line monitors
provide rapid feedback.

Cost/Cycle-Time Implications
Improved line defect control, and therefore yield control, can
be achieved by increasing the number of defect monitors
placed in the line.  However, placement of defect monitors
leads to additional cost and increases the cycle time of the
process.  The increase in manufacturing cost comes from the
cost of capital (inspection tools) and labor in collecting and
analyzing the data.  The cycle time of the overall process
increases due to the time taken to do the additional monitor-
ing.  For example, if a manufacturing cycle time is six weeks,
and there are no line defect monitors in place, we could po-
tentially have up to six weeks of material in jeopardy in a case
where a die yield defect-related problem is detected at final
test.  However, if a monitor were placed in the middle of the
manufacturing line, this would cut the amount of material in
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jeopardy by half, assuming the line defect monitor could ef-
fectively catch the defect.  Thus, the feedback loop for the
line defect and yield control can be improved by strategically
placing monitors throughout the line.  Moreover, in an envi-
ronment where we are willing to tolerate an output risk of up
to one week of material, we should have five line defect moni-
tors in the above six-week manufacturing cycle time example.
Assuming a 0.5 day cycle time per monitor, placing five moni-
tors would increase the manufacturing cycle time by 2.5 days
and increase labor and capital cost.  Figure 3 shows a con-
ceptual cost relationship of product defect monitor frequency
to die cost.  The parabolic shape in Figure 3 is caused by
high-defect metrology costs at short monitor distances on
one end, and by low die yield, by potentially missing yield
excursions due to large distances between monitors, on the
other end.  The lowest point in the curve is the optimum
balance between die yield and monitor distance/frequency.

Figure 3: Cost relationship of the number and frequency of
defect monitors in a manufacturing line

Future Trends
In the future, we hope to seamlessly integrate line defect
inspection, data analysis, and response systems into the semi-
conductor manufacturing line.  There are three significant
trends for line defect control: more sophisticated automation
to collect the defect description data, improved response to

line defect control data, and more emphasis on cost reduc-
tion.  Automatic defect classification will enable us to signifi-
cantly reduce the labor involved in collecting and summariz-
ing the current defect data.  Improved automation systems
and algorithms are being put in place to allow a faster auto-
matic response to �defects of interest.�  For example, we
envision a time when a defect source is known and there is an
increase in defect levels from that source, there will be an
automatic response signal sent to the suspect station or sta-
tions.  The trend in cost reduction will force us to reduce the
overall level of monitoring in a semiconductor process and
make it more efficient.

Line defect control is now an essential part of the semicon-
ductor manufacturing process to maximize die output.  As we
look forward, we should be able to improve the level of line
control and reduce costs by increasing the sophistication of
the tools, improving our response systems, and reducing the
total number of monitoring points.
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