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Risk Factors

Today’s presentations contain forward-looking
statements. All statements made that are not
historical facts are subject to a number of risks and
uncertainties, and actual results may differ materially.
Please refer to our most recent Earnings Release and
our most recent Form 10-0Q or 10-K filing available
on our website for more information on the risk
factors that could cause actual results to differ.

Rev. 7/19/06




Definitions

High Performance. Computing (HPC) - A collection of:
hardware systems, software. tools, languages and Generic
programming approaches which make previously unfeasible
applications possible. and which. is available at an appropriate

price.

Peta Scale. Computing - ” (the) wide spread. use. of systems
that deliver sustained applications performance a level above a
PFI op/ S.” - Horst D Simon, LBNL 8/24/2006




P

60% of US profits are in
fimancial services

As many as ten top tier firms
with IT Budgets > S2B/year
Performance Needs:

- 60,000 Tramsactions Per Second

= 30ms average latency

- 32GB real time database

Good Scale out Application

— Application is amenable to
parallelization both data & thread

- Requires Double Precision FP,
highimemory BW, ...
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Yesterday, Today and Tomorrow In HPC

EI_\IIAC _ CDC 6600 - First successful
20 Numbers in Main Memory Supercomputer 9MFlops

ASCI Red ‘QMEEAVOR
(word fastest on top500 till 2000) 464 Intel® Xeon® Processors 5100 series, 6.85

First Teraflop Computer, Teraflop MP Linpack, #68 on top500
9298 Intel Pentium® Il Xeon Processors

Yesterday's Supercomputing
IS Today's Personal Computing

~2008 Beyond

Cell-base
unity Sim

rEvastdie

Platforms




: WOLFRAMRESEARCH
Compute Cluster Server 2003 Mellanox

TECHNOLOGIES .

.. together previde apowerRtienvienmen ieapidly develop
solutions e compuiatenasliy challeEnaing problems

e Tyan* Personal Supercomputer

e |Intel Quad-Core Xeon Processor

» Mellanox* High Performance InfiniBand Interconnect

» Microsoft* Windows Compute Cluster Server

 Wolfram* gridMathematica Supercomputing Environment

Intel Developer
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Performance Results

Time to Compute 10 Time Steps
Seconds

500-

400+

300+

200

100+

Aay

)
Intel Devel W?Edos\fé WAN WOLFRAMRESEARCH
H9 Compute Cluster Server 2003 Mellanox B occens o ssmenance

FORUM m




Performance

15,837

0 - |
1 16
12 x Intel XEON 5160 DC (Woodcrest), 3GHz, 4MB L2; 36/48GB RAM (source: ScaleMP™)
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The Top500: Reaching Petascale

10 PFlops — |

1 PFlops HPC

2004: 500 Machines = PetaFlop
100 TFlops : 2009: 1 Machine = PetaFlop

10 TFlops

1" TFlops

100 GFlops

10 GFlops
b Personal Computer

2006: 1 Processor = 25 GFlop
1 GFlops 2007: 1 Processor = ~ 50 GFlop

T
1 1
1 1 I
1 1 1

100 MFlops
1993 1899 2005 2011 . 2017
e —— :

2008: Peak and Linpack PetaFlop — 201 1: Sustained

Source: HPC - www.top500.0rg, June 2006; PC -




Let's Talk About ...
Challenges and Outlook

In Building a

Petascale Machine




Processor Performance

Irre2l® Partium® 2

T
Arenitaeciura

Irrizl® Parriium® 1] Arenfizciurs Intel® Core
' Microarcnitzogilfgs

Intel”Pentium®™ Architecture

1950 1995 0/0]0 20035 2010
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Multi-threaded Cores

All Large Core

Mixed Largg
and

pr—
Small
. .

— All Small Core
-
_—

o -

Energy Efficient Petascale with Multi-threaded Cores
e S T
FORUM Note: the above pictures re Intel products ' I'Itﬂl




Increasing Throughput through Parallelism
Amdanl®s Caw: Parallel Speeatip = 1/(Seral%, + (1-Serial%)/IN®)
12 Cores 48 Cores 144 Cores

Single Core Performance System Performance

Relative Performance
40
1 - |I
10 . -
—1 0.3
0 0
W lerge  Medium  Small

FORUM *N'= number of cores LI'I_t—e‘l
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Inter-chip Interconnect Challenges
Bandwidith, Link:Bandwidith and Power

Topology Effect on Bandwidth Energy Iso-Bandwidth

Normalized B/W ) Erzrgy per it (J)

Interconnect Area Iso-Bandwidth

Relation to Compuia Araa

Numoar of coras




Increasing Processor Performance

ThroughMulti-threaded Cores
FFlops

1.E+15 Peta

Irrial® Cora™ (TAlgd)]

SNATCHItecHure




Inter-Chip Interconnect Performance Today

PCI
Express

I/0 H

Bridge

& D

PCle x16
GFX

>

.E
CPU

Dedicated Independent Bu

FB DIMM

Memory

Memory

Configurable PCI Express Ports

10GbE
or
20Gb IB

2X 1GbE

~=

Source: Intel

In the Box

Copper-based links:

= B DIMM - 4GB/s per DIMM channel
= PCl express, gen. 1 - 2.5Gb/s

= PCl express, gen. 2 - 5Gb/s

= |ntel Front-side Bus - 17GB/s

Out of the Box

Copper-based links:
* |nfiniband DDR x4 - 20 Gb/s
* 1G Ethernet - 1Gb/s

Optical-based links:
= OC-192 (long haul optical) - 10Gb/s
= 10G Ethernet - 10Gb/s




Memory Performance for

Balanced Computing

Byte : Flop Ratio Has Been Consistent and Steady
Bytes Per FLOP

2003 2010




Increasing Memory Bandwidth
to Keep Pace

3D Memory Stacking
BW (GB/sec) Under 2W

Power and |0 Signals Go
Through DRAM to CPU

Thin' DRAM Die
Through DRAM Vias

Memory BW Heat-Sink
Constrained l

CRU /

DRAM

Source: Intel




PCl Express to Meet I/0 Demand
Performance, Bandwidth and Functionality
Bandwidth GB/s |/O Bytes per FLOP

=Atomic Ops, Coherence Hints
=Higher. BlW, Lower Latencies
=Enhanced Software Model

=//0 Virtualization
=Device Shaning

GenZ @ 5GT/s

20

4' PCI/PCI-X
10 \

0 Note: Dotted Line is For Projected Numbers

1999 2007 20J0)5] 2005 2007 20)0)S 20)0)§ 2007 2008 2009 20710
Based 0nx1.6.PCleicheiE;

Intel Iracking Moore’s Law .
Fow




But ... How about
Power and Reliability




Power and Cooling Cost Today

0P, &0 Deiery = $14.6M

Kllowatt Megawatt Electricity
Hour Datacenter Coollng Costs/Year.

ﬂ-m--mmuﬂ-ﬂu-l

e e e e B i e
o

DATACENTER ENERGY LABEL”

Assume: SMW system power”, SO IYEIRdBIVEIY
efficiency, cooling Co-efficiency of Performance (COP)=1.5

*Source: HPC Wire “A Petaflop Before its Time,” June 28, 2006




Managing Power and' Cooling Efficiency

Silicon:
Mepnesiaw, Strained silicon, Transistor
Packages Ieakaaerconinol technigues, Clock gating

Processor:
RolicyEbased power allocation
Multi-threaded cores

SystemPower Delivery:
FIRENGRIN POWEN MaNagement,
Ulirarinegrain' peWer management

Eacilities:
Anpcoplinglandliquidicooling options
VErcalNnieanration o cooling solutions

Power Management: From Transistors to Facilities I/'t'GD
n




Reliability Challenge

Billions of Transistors

Soft Error FIT/Chip (Logic & Mem) = £/T/bjt (mem cell): expected to be
1009 roughly constant
= Moore’s law: increasing the bit count
exponentially: 2x every 2 years

An exponential growth in FIT/chip
+\/

JEONIED. 90 65 45 SEREEEK, /

Ao T 2: Criip size stays rougnly gis
same with €éach generation.

, i
Soft Errors or Slngle Event /’ R \ Depletion Region

© & Drift

Diffusion 4

- +
lon Path

Source: Intel




100s & 1000s of Processors

An Example, of Datacenter Growih ...

Number: of Processors

Growth Prediction of +110k servers
over the next 3-5 years

B A/Linux

= B (A/Windows
|

140000 RISC B Process Complexity drives .
exponential growth

120000 )

10/0]0/0]0)

16000

80000 . .
= Design Complexity

60000 drives linear growth

210/0]0]0)

p400]0[0)

0oy 2007 2008




Reliable Systems With Unreliable Components

Architectural Techniques

Micro Solutions Macro Solutions

Pariity \‘ Lockstepping :
SECDED ECC Redundant multithreading (RMI)
Tbit Redundantimulti-core cPU

Circuit Techniques

Device Param Tuning Rad-hard Cell Creation

R,

Process Techniques

Sitate-of-Anl ProCesses;

—™

Reducing Single-Bit Soft Errors




Do we need more than Petascale?

Parallel and programmable
10s to 100s cores and threads
100s and 1000s of processors

100s Gbps chip-to-chip signaling

10s to 100s billions transistors
Dynamic self-test, detect, reconfigure, & adapt

Ic Analysis: | PeiEilons
Laser Optics; 10 PeiEilons

Molecular Dymamicsin Bielogy: 20 Fetflops
Aerodynamic Design: | EEilons
Computational Cosmoelogy: 10 Erilops
Turbulence in Physics: 100 = Giflgps
Computational Chemisiny: | Zgttrflops

Source: Dr. Steve Chen, “The Growing HPCMomentumin Chinas UnEBSBHAZ006ANESUENAGEmaNn;

Intel Developer
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1 ZFlops
100 EFlops
10 EFlops
1| EFlops
100 PFlops

10 PFlops
1 PFlops

100 TFlops

10 TFlops

1" TFlops
100 GFlops
10 GFlops
1 GFlops

100 MFlops
1993 2005 20111 2017 2023

Intel Developer

FO RUM Source: HPC - www.top500.0rg, June 2006, Intel
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