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Overview

Benchmarking performance for today’s high-performance Enterprise PCIe* and NVMe* Solid-State Drives (SSDs), such as Intel® SSD DC P3x00 series, involves more than verifying a few data points on the product datasheet. To get a meaningful measurement and clearly determine the expected performance, a comprehensive measurement methodology must include a range of operating regions.

Performance measurements should span mixed workloads over a range of queue depths rather than rely solely on the all-read and all-write test cases. This is because the effects of mixing reads and writes are not obvious and sometimes non-linear. Hence, the measured values from all-read and all-write test results cannot be combined to compute the expected mixed-workload results.

Many enterprise and data center environments are sensitive to service time outliers, so performance measurements should also cover latency attributes. An SSD that delivers extremely high performance or input/output operations per second (IOPS) at an unacceptably high latency might not be useful for such enterprise applications or usage.

The host system’s ability to attain the device IOPS is also important. When accessing the SSD, the host CPU efficiency contributes to the system cost of the IOPS, and can itself limit the overall attainable performance or IOPS.

This paper describes the performance benchmarking methodology and considerations for the latest PCIe and NVMe enterprise SSDs for effective evaluation.

Performance Analysis

NAND Flash-based SSDs achieve much of their performance by harnessing the concurrency available from the multiple Flash components from which the SSD is constructed. To harness this concurrency, the SSD must be presented with multiple queued commands, which can be distributed to multiple components. The attainable performance is therefore sensitive to the level of concurrency, also known as Queue Depth. Random Mixed workload represents common enterprise use case.

Figure 1 shows the distribution of queue depths for a few sample data center workloads measured in the Intel environment to illustrate examples of the operating region.

Figure 1: Queue Depths for Typical Data Center Workloads* (Source: Intel)

*Other names and brands may be claimed as the property of others. Intel® is a trademark of Intel Corporation in the U.S. and other countries.
Figure 2 shows the measured random mixed workload performance as a function of queue depth for an Intel SSD DC P3700 Series and a Competitor SSD.

The above graph shows that as the queue depth increases, an increasing number of concurrent Flash components are utilized, thus increasing the performance. However, this increase is not linear with queue depth because random access will not distribute perfectly across the multiple dies in the SSD. As queue depth increases, there are more cases of commands landing on the same Flash component. As a result, the performance asymptotically approaches the saturation as the queue depth gets large.

For the two NVMe SSDs, the Intel SSD DC P3700 Series has higher performance at lower queue depths, while the Competitor SSD has higher performance at higher queue depths. The effective performance realized in the system depends on the queue depth that the system exercises.

The net effective performance of the SSD is the measured performance curve as a function of queue depth overlaid with the distribution of queue depths for the applied workload. Only the last workload in Figure 1 would benefit from the high queue depth performance of the Competitor SSD in Figure 2.
Performance and Latency

As described in the previous section, the performance scaling is non-linear and approaches saturation asymptotically. The service time, or latency, for I/Os increases with the increasing queue depth because each I/O must also wait for all I/Os ahead of it in the queue to complete. The latency also increases because some I/Os target Flash components that might already have other I/Os outstanding to it. As a result of the random distribution of requests, collisions occur naturally as the concurrency increases.

These collisions cause higher variability in the service times because some requests might be serviced immediately as they happen to target an idle Flash component, while other requests might target a Flash component that already has several other requests stacked up on it.

Average latency is not a metric worth examining because it is a re-statement of the average IOPS. For a given queue depth, the average latency is equal to the inverse of the average IOPS multiplied by that queue depth.

For applications that are sensitive to latency, the maximum latency and latency outliers provide more meaningful metrics. Rather than an absolute maximum, we often focus on the 99.99 percentile latency (the outliers) as a figure to convey the latency variability. This is essentially the amount of time that 99.99% of the IOPS take to complete (conversely, only 0.01% of the IOPS have a latency longer than this value). This is also referred to as Quality of Service (QoS) metric.

Figure 3 shows examples of relationships between mixed workload performance and 99.99 percentile latency (QoS) for the same two NVMe SSDs as in Figure 2 (Intel SSD DC P3700 Series and a Competitor SSD).

Note that once the curves reach the SSDs’ maximum attainable IOPS (asymptotic values from Figure 2), then only the latency increases without further increases in performance. Although the Competitor SSD has a higher maximum attainable IOPS, it has higher latencies across the range up to the point where the Intel SSD DC P3700 Series' IOPS approach saturation and no longer increase. If an application is targeting a 5ms tolerable latency (for example, the Intel SSD DC P3700 Series SSD with the lower max IOPS), it can actually deliver up to 3X higher net IOPS to that latency sensitive application within the 5ms QoS constraint (roughly 150K IOPS compared to roughly 50K IOPS).
Mixed Workload Performance Computation

For Flash-based SSDs, there is typically a large asymmetry between the attainable read IOPS and attainable write IOPS. This asymmetry has a dramatic effect on the realizable mixed performance that is often more pronounced than what might be assumed. While different application scenarios present different mix ratios, one typical enterprise application’s mix ratio often used for evaluation purposes is 70/30 (70% of the IOPS are reads and 30% are writes). The way to compute mixed workload performance is presented in this section.

The expected best case mixed IOPS performance is not the weighted combination of the corresponding read and write IOPS values. For example, if a drive has read IOPS saturation of 500,000 IOPS and a write IOPS saturation of 100,000 IOPS, the theoretical best case 70/30 mixed IOPS at saturation would not be:

\[
0.7 \times 500,000 + 0.3 \times 100,000 = 380,000 \text{ IOPS}
\]

This weighted blend of the IOPS is not the correct math to yield the expected blended IOPS values.

The proper method for estimating the expected best case 70/30 mixed IOPS is to take the amount of time it takes to perform 0.7 reads, plus the amount of time it takes to perform 0.3 writes, and then invert that resulting total time to yield IOPS. So for our earlier example, the expected best case mix would be:

\[
\frac{1}{0.7 \times \frac{1}{500,000} + 0.3 \times \frac{1}{100,000}} = 227,000 \text{ IOPS}
\]

This is contrary to the 380,000 IOPS, the incorrect math produced in Equation 1. If the drive was capable of 500,000 read IOPS, but the writes were reduced from 100,000 to 75,000 (drop of 25K IOPS), the resulting 70/30 blend would drop to 185,000 IOPS – that is, a 25K write IOPS reduction produced a blended drop of 42K IOPS. If that drop were to be made up by increasing the read IOPS, then the read IOPS performance would have to be raised from 500,000 to 1,750,000 IOPS:

\[
\frac{1}{0.7 \times \frac{1}{1,750,000} + 0.3 \times \frac{1}{75,000}} = 227,000 \text{ IOPS}
\]

Tradeoffs between reads and writes in determining the expected mixed IOPS performance can be unexpected and highly pronounced. Therefore, measurements should be directly made to the mixed IOPS performance rather than rely on the read and write performance figures to be used solely as performance attributes. For mixed workloads, it is often not the case that increased read IOPS can effectively compensate for a low write IOPS capability.
The following table summarizes the mixed workload computation based on all-read and all-write equations. It is clear that write performance has a much higher impact on effective mixed workload performance than the read performance.

<table>
<thead>
<tr>
<th>Performance Metric</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read IOPS</td>
<td>500,000</td>
<td>500,000</td>
<td>1,750,000</td>
</tr>
<tr>
<td>Write IOPS</td>
<td>100,000</td>
<td>75,000</td>
<td>75,000</td>
</tr>
<tr>
<td>Mixed 70-30 IOPS</td>
<td>227,273</td>
<td>185,185</td>
<td>227,273</td>
</tr>
</tbody>
</table>

**System Efficiency: PCIe/AHCI vs. NVMe Interface**

For storage devices that support high performance, the system must realize that performance depends on the device performance attributes as well as the host capabilities. Each IOP takes some amount of host processing time to accomplish, and the host CPU can bottleneck on its processing before the device saturates on its ability to service the requests. In addition, hosts presumably perform some operations on the IOPS it generates, so it is important to leave some CPU processing power to accomplish work other than generating the I/Os.

Therefore, it is important that high-performance storage devices have attributes that are favorable to host CPU efficiency and keep CPU utilization low for processing the I/Os. New interfaces, such as NVMe, are devised explicitly for such low-host CPU utilization, which are highly efficient in processing I/Os.

Figure 4 shows how the CPU spends cycles in PCIe/AHCI interface in the various layers in the operating system stack, as well as in the device driver itself.
Lab measurements of the number of CPU clock cycles it takes to complete a disk request when comparing the Linux* AHCI and NVMe interfaces has shown that the CPU efficiencies for different interfaces can vary over a large range. A Linux AHCI implementation is measured at approximately 27,000 CPU cycles (or roughly 10 µs).

If an I/O takes 10 µs of CPU time to accomplish, then a CPU will saturate at 100% utilization at 1/10 µs IOPS, or just 100,000 IOPS (of course, modern processors include several cores so this might not be the system limit). A system achieving 1 million IOPS using that solution would consume all the processing capability of 10 CPU cores. A typical Linux NVMe implementation on the other hand, measures at less than 10,000 cycles (or roughly 3 µs) and consumes a third of the host CPU as the AHCI implementation. With one third the CPU time spent, an NVMe device leaves more CPU cycles left for generating more I/O requests and for processing the data from its generating I/Os.

Figure 5: CPU Cycles for IOPS Using NVMe

When measuring the attributes of high-performance storage devices, measurement of the impact the devices have on the host is also important in driving clarity in the realizable system storage performance. Therefore, host CPU utilization should be included in measurements of high-performance storage devices. A device that delivers higher IOPS, but consumes all host CPU in doing so, might not realize better overall system storage performance than a device that might have slightly lower raw IOPS capability, but delivers those IOPS while being highly efficient with use of the host CPU.

For storage devices that support high IOPS, the system must realize that those IOPS not only depend on the device performance attributes, but also the host capabilities. Each I/O takes some amount of host processing time to accomplish, and the host CPU can bottleneck on its processing before the device saturates on its ability to service the requests. In addition, hosts presumably perform some operations on the IOPS it generates, so it is important to leave some CPU processing power to accomplish work other than generating the I/Os.
Conclusion
To enable an effective evaluation, it is important to consider different performance metrics for benchmarking today’s high-performance enterprise PCIe and NVMe enterprise SSDs. These metrics are mixed workload performance at different queue depths, performance as a function of QoS, and system configuration.

Testing Methodology: IOMeter
Performance data used in the paper is measured with a new version of IOMeter. This version is an enhancement over version 1.1.0\(^1\), and is available as open source software at following locations:

www.IOMeter.org/doc/downloads.html
sourceforge.net/projects/IOMeter/files/IOMeter-stable/1.1.0/

\(^1\) For the performance analysis presented in this paper, the latency bins were modified and extended in latest IOMeter version 1.1.0. These are found in IOGrunt.cpp starting at line 1047.