Achieving Real-Time Performance on a Virtualized Industrial Control Platform

Introduction

A mainstay in data centers and other server environments, virtualization technology has been instrumental in increasing equipment utilization and lowering capital expenditures. Now, the technology is making its way into smaller systems, like industrial controllers. Accelerating this trend, equipment developers can now consolidate real-time and non-time-critical applications onto a single board, a credible path to streamlined operations, improved productivity, and reduced cost and complexity. This is possible because advances in real-time operating systems (RTOSs), lightweight hypervisors, and hardware-assisted virtualization have significantly boosted the responsiveness of virtualized systems.

Virtualization enables a computing platform to share its resources across multiple workloads, which all run as if they had their own dedicated system. But due to the overhead typically associated with virtualization processes, there is a valid concern that these platforms will be unable to deliver the real-time and deterministic response required by today's advanced automation processes. This paper explores this question by measuring the interrupt latency of the Intel® Industrial Solutions system consolidation series—a virtualized platform for the consolidation of multiple industrial workloads. The test methodology and system configuration are detailed to help equipment manufacturers assess whether this virtualized industrial control platform is responsive enough for their applications.
On the factory floor, robots, motion controllers, programmable logic controllers (PLCs), and other manufacturing equipment work together in synchronized fashion as products roll down the assembly line. This necessitates getting everything to work in lockstep, which is generally dependent on real-time and deterministic performance of the equipment:

**Real time** indicates a system is fast enough to service all critical events, like external and fixed-clock interrupts, within an allotted time. Real time is a relative metric because it depends on frequency of events. When events arrive quickly, a real-time system must be faster than if events come in more slowly. Similarly, a slow system can still be real time if the amount of time between events is relatively large.

**Determinism** is a measure of the variation in a system’s response time to a particular event. One gauge is jitter, as shown in Figure 1, which is the worst case execution time minus best case execution time. An industrial control platform must be able to perform measurements at precise intervals, so its maximum response time should be predictable and bounded. For example, a chemical plant controller reading a sensor before a chemical reaction has taken place—faster than expected—will get the wrong measurement. Faster is not better. Sampling a measurement at non-deterministic or random times will not provide correct results.

The average cycle times and jitter requirements for several industrial applications are shown in Table 1. The worst case execution time (e.g., best case execution time + jitter) must not exceed the maximum cycle time. Motor drive and motion control applications typically have more stringent response requirements than PLCs.

---

**Figure 1. Cycle Time Components.**
Interrupt Latency and Its Sources

When an event needs to be processed, a signal in the form of an interrupt is sent to the industrial control system. Intel® processor-based systems employ message-signaled interrupts (MSIs), which write to a special memory-mapped I/O address, thereby delivering interrupts directly to the processor in contrast to traditional methods that assert a pin. MSIs greatly reduce the interrupt latency and processor overhead associated with servicing interrupts, boosting general system performance as well as I/O responsiveness, both critical to industrial applications.1

Interrupt latency has several main components: the hardware circuits receiving the interrupt signal, the operating system scheduling the interrupt, and the interrupt service routine (ISR) processing the interrupt request. In a virtualized environment, the hypervisor is also a source of considerable latency when it must perform a context switch because a dormant OS received an interrupt.

Minimizing Interrupt Latency

Interrupt latency can be reduced through the use of various products and technologies:

- **Multi-core Intel® processors** with “core affinity” allow application developers to dedicate a processor core to a time-sensitive application so it runs unencumbered by the other software on the system.
- **Real-time operating systems** (RTOSs) improve system response and determinism by allowing software developers to easily prioritize the execution of particular software threads, compared to general-purpose OSs that attempt to treat all the applications running on the system fairly.
- **Type 1 hypervisors**, also referred to as bare-metal hypervisors, have a very small code size and memory footprint, which allows them to run very quickly.
- **Intel® Virtualization Technology** (Intel® VT)2 performs various virtualization tasks in hardware, which reduces the overhead and footprint of virtualization software, thus boosting performance and reducing latency.

These capabilities are integrated in the Intel Industrial Solutions system consolidation series: development and production kits designed to greatly simplify the use of virtualization technology in industrial systems. The kits pre-integrate key software and hardware components, thus reducing development time to consolidate multiple factory functions onto a single platform. Original equipment manufacturers (OEMs) can use this design to develop equipment that delivers many benefits to factories, including reduced operating expense, factory footprint, energy consumption, and support effort.3

### Table 1. Typical Cycle Time and Jitter Requirements by Application.

<table>
<thead>
<tr>
<th>Application</th>
<th>Average Cycle Time</th>
<th>Jitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automation Control PLC (High-speed sensors)</td>
<td>Tens of microseconds to tens of milliseconds</td>
<td>10 to 1,000 microseconds</td>
</tr>
<tr>
<td>Motion Control</td>
<td>Tens of microseconds to hundreds of milliseconds</td>
<td>1 to 5 microseconds</td>
</tr>
<tr>
<td>Motor Drive Control</td>
<td>Tens of microseconds</td>
<td>1 to 2 microseconds</td>
</tr>
</tbody>
</table>

### Achieving Real-Time Performance on a Virtualized Industrial Control Platform

The Intel Industrial Solutions system consolidation series integrates a production-ready virtualization software stack with three preconfigured virtual machines (VMs) running a combination of real-time and embedded operating systems, as shown in Figure 2. Developers can utilize the two instances of Wind River VxWorks® RTOS to run applications with real-time performance requirements while simultaneously...

Interrupt latency has several main components: hardware circuits receiving the interrupt signal, the OS scheduling the interrupt, and the interrupt service routine processing the interrupt request.
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The solution was tested on a power-efficient, quad-core Intel® Core™ i7 processor with Intel VT and supports common I/O, such as RS-232/422/485, USB 2.0 and 3.0, Ethernet, dual-displays, and mini-PCI Express* sockets. The platform is fanless and ruggedized for use in harsh environments and includes a 128 GB solid-state drive and 16 GB DDR3 memory. The following describes three key platform components designed to decrease latency:

**Wind River VxWorks** RTOS provides scalability, reliability, and real-time performance to ensure high performance along with deterministic behavior. Key features include a tunable memory footprint, hard real-time performance, state-of-the-art memory protection, advanced multi-core processor support, and extensive connectivity options. Together, these features deliver the capabilities and support demanded by mission-critical, connected, industrial systems.

**Wind River Hypervisor** is an embedded hypervisor that consolidates multiple applications and operating systems onto a single multi-core platform to decrease hardware size, weight, power, and cost. It provides low latency, determinism, and real-time performance—all in a small footprint.

**Intel VT** integrated in Intel Core processors can improve the performance and security of virtualization. This hardware-assisted virtualization technology enhances the capabilities of software-based virtualization technology by performing various virtualization tasks in hardware, like memory address translation. As a result, the overhead from virtualization software is reduced, resulting in higher performance. For instance, memory access time is significantly faster when virtual-to-physical memory address translation is performed in hardware, rather than software.

In addition, Intel VT increases the robustness of virtualized environments by using hardware to prevent the software running in one VM from interfering with the software running in another VM. Along these lines, virtualization helps avoid unintended interactions between applications by preventing one from accessing another’s memory space.
Performance Considerations

Developers can improve the performance of virtualized systems by taking the following suggestions into account:

1. Use individual drivers at the VM layer—not shared drivers—to avoid having a point of contention between applications that needlessly results in additional latency.
2. Check for code that causes unnecessary VM exits because they incur a relatively large delay. For instance, consider a polling method instead of hard interrupts for non-real-time processes.
3. Implement MSI interrupts because they are quickly directed to specific cores, and their interrupt vectors are provided to the processor, eliminating the need for an ISR table lookup.
4. Write kernel-level ISRs instead of task/user-level ISRs that typically take more time to execute.
5. Use the latest hardware. Intel continuously enhances Intel VT to improve virtualization performance.

Interrupt Latency Testing

Intel conducted interrupt latency testing on the Intel Industrial Solutions system consolidation series to provide data on its real-time and deterministic behavior.

Test Methodology

The interrupt latency of the virtualized industrial control platform was measured using an FPGA-based card that sent MSI interrupts to a 1x PCI Express lane. The card calculated the time from interrupt invocation until the Intel Core i7 processor wrote to memory mapped I/O (MMIO) on the card. For each round of testing, 105,000 interrupts were sent at one millisecond intervals and the minimum, average, and maximum latency was determined.

Platform Configuration

The platform configuration is shown in Table 2.

Test Scenarios

Interrupt latency data was collected for four scenarios, which are described in the following and depicted in Figure 3.

1. **VxWorks runs native on unvirtualized platform** – VxWorks runs alone on the platform.
2. **VxWorks runs alone on virtualized platform** – The Wind River Hypervisor runs VxWorks in a VM.
3. **VxWorks runs with other VMs on virtualized platform** – Two VMs are added: a second VxWorks instance and Wind River Linux. This case was tested two ways:
   a. Without application multiplexed I/O (AMIO)
   b. With AMIO

Scenario 3 was run with and without AMIO, which is a serial communications channel that allows the user (test engineer) to interact with the OSs. AMIO is a development tool that enabled Intel engineers to monitor the OSs during testing, but it normally would not be implemented in a production system. AMIO generated interrupts on a regular basis, so that if the FPGA card generated an interrupt while an AMIO interrupt was executing, there was additional delay created by the hypervisor performing a context switch to service the interrupt to VxWorks.

### Table 2. Platform Configuration

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Intel® Core™ Processor i7-2710QE</td>
</tr>
<tr>
<td>Chipset</td>
<td>Intel® Q67 Express Chipset (Intel® BDB2Q67 PCH)</td>
</tr>
<tr>
<td>Memory</td>
<td>16 GB 1066 SODIMM</td>
</tr>
<tr>
<td>SATA</td>
<td>128 GB Solid-State Drive</td>
</tr>
<tr>
<td>Ethernet</td>
<td>Gigabit x4: 2 x Realtek® RTLB111C, 1 x Intel® 82574IT Gigabit Ethernet Controller, 1 x Intel® 82579LM Gigabit Ethernet PHY</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Software</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target OS (non-RTOS)</td>
<td>Wind River Linux* 5</td>
</tr>
<tr>
<td>Target RTOS</td>
<td>VxWorks* 6.9.2.2 kernel 2.13 BSP 2.9/2</td>
</tr>
<tr>
<td>Hypervisor</td>
<td>Wind River Hypervisor* version 2.0.0.1</td>
</tr>
</tbody>
</table>
Each scenario was tested three times for a total of 315,000 interrupts.

**Test Results**

The test results are presented in Table 3. The maximum interrupt latency for VxWorks running native on the platform was just over 3 microseconds, which was predictably the fastest scenario tested. The second scenario gives an indication of the latency impact created by the Wind River hypervisor; however, using virtualization to run a single OS would not be practical in an actual application. After adding the hypervisor, the maximum latency was 11.78 microseconds.

Next, another VxWorks VM and a Linux VM were added to the platform. Since industrial applications vary a great deal, these OSs sat in a loop and did not run an application, thus providing best case results for the platform with three VMs running. The interrupt latency increases a small amount (to 12.38 microseconds) when the two VMs are added and AMIO is not used. The impact of using AMIO was greatest on the maximum latency, and this likely occurred when the hypervisor had to perform a context switch from an AMIO interrupt to the FPGA card interrupt. This case may be most useful to developers because it indicates the latency when the hypervisor must first suspend a lower priority interrupt before starting up a higher priority interrupt, which presumably would be time-critical.

<table>
<thead>
<tr>
<th>AMIO Console</th>
<th>VxWorks* Interrupt Latency (microseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum</td>
</tr>
<tr>
<td>VxWorks* runs native on unvirtualized platform</td>
<td>Not applicable</td>
</tr>
<tr>
<td>VxWorks runs alone on virtualized platform</td>
<td>Not applicable</td>
</tr>
<tr>
<td>VxWorks runs with other VMs on virtualized platform</td>
<td>Without</td>
</tr>
<tr>
<td></td>
<td>With</td>
</tr>
</tbody>
</table>

**Table 3. Test Results**

Figure 3. Test Scenarios.
Conclusions

The test scenarios conducted show that the Intel Industrial Solutions system consolidation series can perform with a sub 20 microsecond maximum interrupt latency response. At this level of performance, the platform can potentially execute real-time application control loops in the 100-300 microsecond range with very high precision, which is sufficient for some PLCs, and perhaps for certain motion and motor drive control applications.

This testing provides insight into best case interrupt latency performance. When applications and interrupt service routines (ISRs) are added, the interrupt latency will increase. Therefore, developers need to test their own applications on the platform to see if its real-time performance is sufficient.

Learn more about the Intel Industrial Solutions system consolidation series:
www.intel.com/industrialconsolidation

---


2 Intel® Virtualization Technology requires a computer system with an enabled Intel® processor, BIOS, and virtual machine monitor (VMM). Functionality, performance or other benefits will vary depending on hardware and software configurations. Software applications may not be compatible with all operating systems. Consult your PC manufacturer. For more information, visit http://www.intel.com/go/virtualization.

3 Results have been estimated based on internal Intel analysis and are provided for informational purposes only. Any difference in system hardware or software design or configuration may affect actual performance.
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