AUDIENCE AND PURPOSE

This paper is intended for cloud service providers, enterprise IT administrators, and security administrators who are responsible for the design, deployment, and validation of cloud infrastructures, both public and private. This reference architecture, also called “this paper,” outlines a private cloud setup using Dell PowerEdge* servers and the Enomaly Elastic Computing Platform* High Assurance Edition (ECP HAE). Using the contents of this paper, which include detailed scripts and screen shots, should significantly reduce the learning curve for building and operating your first cloud computing infrastructure.

Given the nascent nature of the cloud computing market and the lack of formal standards, it is not expected that the architecture described in this paper will be used as-is. Rather, it is expected that the solutions presented here will be adapted to meet the needs of various organizations, especially since security requirements can be very different in the public sector and the private sector, for public clouds and private clouds. This paper is assumed to be a starting point for that journey.
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Executive Summary
Cloud computing is a relatively new delivery model for IT services, and offers its users tremendous benefits in cost and scalability. However, concerns about security often limit how businesses embrace this new model.

This paper presents a technical and architectural solution intended to address some of the major security concerns that arise with respect to cloud computing. The reference architecture outlined in this paper, based on the Enomaly Elastic Computing Platform* High Assurance Edition1 (ECP HAE) running on Intel® Xeon® processor 5600 series-based Dell PowerEdge* R710 servers with support for Intel® Trusted Execution Technology2 (Intel® TXT), describes a cloud environment which offers significant protection to offset security risks.

Introduction
Overview
Cloud computing allows the abstraction of a pool of physical compute resources, enabling computing to be consumed on-demand as a virtual service, with features like dynamic scalability, high resource utilization, and multi-tenancy. This approach has tremendous appeal to companies of different sizes—from small and medium businesses (SMBs) impacted by the rapidly increasing costs of running a data center, to large businesses that need burst-compute capacity and a quick turnaround to handle spikes in customer demand.

In the early stages of cloud adoption for most businesses, cloud-based solutions are typically evaluated and deployed for non-critical applications and systems—test and development activities, web front-ends, and so on. However, as business users recognize the benefits of cloud computing and seek to further embrace it, they often begin to consider cloud solutions for applications and data closer to the enterprise core, which often means applications and data become subject to specific security and privacy requirements that mandate tight controls.

At this point, security concerns about cloud computing come to the forefront. Numerous studies and surveys by Forrester Research, The Brookings Institute, International Data Corporation (IDC), and others, have shown that worries about security in the cloud are the single most important factor constraining the ways in which enterprises use the cloud.

As a result of these concerns, today’s organizations with applications subject to specific security and privacy requirements generally run these workloads on fixed hardware infrastructure rather than in cloud environments, forsaking the benefits of cloud computing for better security.

This paper describes a solution to this problem that offers reliable evidence to cloud-platform users that their cloud environment has not been compromised. This solution is based on Enomaly ECP HAE. This provides continuous security assurance and proof of platform trustworthiness by means of unique, hardware-based mechanisms, using technologies including Intel TXT, Dell PowerEdge servers, and secure storage with Trusted Platform Module (TPM).

This solution enables private cloud environments to satisfy stringent enterprise security requirements, and enables service provider organizations to offer a highly differentiated cloud environment with a superior value proposition. It can often enable a service provider to satisfy customer security requirements that cannot be satisfied by competitive providers using other technologies.

Potential Cloud Security Risks
Even though cloud computing is a nascent field, its main benefits are well understood by corporate IT organizations. Various studies have pointed to security worries as the biggest barriers to adoption. These worries are not merely based on fear of the new, but are well-founded. In a conventional data center environment, administrators must ask “Can I trust my server hardware?” Corporations count on the server hardware to run security software, and they defend their networks, but they do not worry about the trustworthiness of the servers themselves. However, in the cloud the situation is different. The virtual servers that execute customer workloads are software-based (hypervisors), not hardware-based. Software is a much easier target for hackers than hardware, and therefore a virtual server cannot be trusted blindly.

Another way of putting this is that for most businesses, cloud computing represents the first time that they have considered the use of any form of infrastructure that is simultaneously shared with outside parties and virtualized. This new combination of factors gives rise to new security risks which have not existed before. Because the environment is shared, hostile elements could run in the cloud alongside the user workload—a VM controlled by a hacker, malware, or something added to the environment by a rogue system administrator. Because the environment is virtualized, there is a software layer (the hypervisor and the cloud management layers that control it) with total control over the customer’s VM. As a result, if that software layer is compromised by a hacker or malware, the hacker or malware now has total control over the user workload. In this situation, there is nothing users can do to defend themselves, or even detect this breach of security.
Attempts to solve this problem by means of manual audits are not scalable, and are costly enough to negate the cost savings available through economies of scale in the cloud. On the other hand, automated, purely software-based solutions cannot provide assurance to cloud users that the cloud environment has not been hacked or tampered with. If a cloud software stack simply implements a self-check to detect unauthorized changes and reports the results to the user, there is nothing to prevent a hacked version of the same software from continuing to report all-is-well self-check results.

Addressing Cloud Security Risks

In order to successfully address this challenge, and provide assurance to cloud users that their cloud environment has not been hacked or tampered with, requires an automated, highly scalable mechanism based on a root of trust in a layer not accessible to modification by hackers or rogue system administrators. In addition, you should have a set of mechanisms for reliably accessing this trusted root environment and then using it to validate the integrity of the higher layers of the stack. This paper describes such a solution, based on Intel TXT, Enomaly ECP HAE, and Dell PowerEdge servers, by applying Intel TXT to a distributed cloud environment.

With this solution enabling higher levels of trust in the cloud, a key factor limiting mass migration of both critical and non-critical computing systems into the cloud is resolved. Intel TXT and Enomaly ECP HAE provide reliable proof of cloud integrity, helping you build out a fully layered security posture in the cloud, rooted in an underlying environment as trustworthy as that found in a conventional, non-virtualized datacenter.

In this way, an Infrastructure-as-a-Service (IaaS) cloud service can satisfy the security requirements of both public sector and private sector enterprises, in both public-cloud and private-cloud deployment scenarios.

This paper describes the Intel TXT and Enomaly ECP HAE technologies and their use, and runs through a set of test cases for verifying the protection provided by this solution. A simple, yet representative test bed environment is used, consisting mainly of two Intel Xeon processor 5600 series-based Dell PowerEdge R710 servers, equipped with Intel TXT and TPMs.

Intel® TXT Overview

Intel TXT is a highly versatile set of platform-level hardware extensions that provide the building blocks for creating trusted platforms. Built into the Intel silicon, these extensions address the increasing and evolving security threats across physical and virtual infrastructure by complementing runtime protections, such as anti-virus software.

The hardware-rooted security enables you to increase the confidentiality and integrity of sensitive information from software-based attacks, protect sensitive information without compromising the usability of the platform, and deliver increased security in platform-level solutions through measurement and protection capabilities. Intel TXT provides a general-purpose, secure computing environment capable of running a wide variety of operating systems and applications. When used in conjunction with Intel® Virtualization Technology (Intel® VT), Intel TXT provides hardware-rooted trust upon which you can build a security chain for an execution environment.

The primary goal of Intel TXT is to provide the ability for software to define a safe, isolated execution space within the larger system. Controls on this execution space disallow any unauthorized software from observing or interacting with the operations being performed there. Multiple of these execution spaces can exist on the system at once, each with dedicated resources managed by the processor, chipset, and OS kernel or hypervisor.

The architecture that underlies this capability encompasses features within a number of the following system components:

- **Processor:** The processor provides for simultaneous support of the standard partition and one or more protected partitions. The standard partition corresponds to the traditional execution environment on systems that do not support Intel TXT. It allows conventional applications to execute normally without being modified. Protected partitions provide hardened access to memory and other system resources to isolate execution from other processes. In most cases, part of an application can execute on the standard partition while another part executes on a protected partition.

- **Chipset:** Memory protection policy is enforced by means of extensions to the chipset, along with various enhancements to data-access mechanisms that help to ensure the protection of that data. The chipset also provides interfaces to the TPM.

- **TPM:** The TPM device (Trusted Computing Group [TCG] TPM Specification, version 1.2) is a hardware-based mechanism that stores cryptographic keys, platform measurement values, and other data related to
Intel TXT in the platform. It also provides hardware support for the attestation process to confirm the successful invocation of the Intel TXT environment.

**How Intel® TXT Works**

Intel TXT works by creating a measured launch environment (MLE) that enables an accurate comparison of all the critical elements of the launch environment against a known-good source. Intel TXT creates a cryptographically unique identifier for each approved launch-enabled component, and then provides hardware-based mechanisms to evaluate each component relative to the expected known-good launch sequence. As such, it can detect when anomalous events occur (such as a tempered component or a piece of malware in the launch environment), causing a mismatch to approved code. The MLE is essentially a clean-state, cryptographically verified environment that is implemented as part of the Intel TXT functionality, created using the processor extensions, which ensures that no malicious code (in the BIOS, boot loader, or elsewhere) can affect it.

**Features of Intel® TXT**

The following features are supported by Intel TXT:

- **Verified Launch**: A hardware-based chain of trust that enables the launch of the MLE into a known-good state. Any unauthorized changes to the MLE can be detected with cryptographic measurements.

- **Launch Control Policy (LCP)**: A policy engine for the creation and implementation of enforceable lists of known-good executable code.

- **Secret Protection**: Hardware-assisted methods that remove residual data at an improper MLE shutdown, protecting data from memory-snooping software and reset attacks.

- **Attestation**: Provides assurance that a trusted environment was correctly invoked. It also provides the ability to provide a measurement of the software running in the protected space. Attestation makes the platform measurement credentials available to local or remote users or systems to complete the trust verification process and support compliance and audit activities.

**Typical Intel® TXT Usage Scenarios**

Figure 1 illustrates two different scenarios for the Intel TXT launch process. In the first scenario, the MLE matches the expected known-good configurations and a hypervisor launch is allowed. In the second scenario, the system has been compromised by a rootkit hypervisor, which is attempting to install itself underneath the hypervisor to gain control of the system. In this case, the MLE hashes do not match the known-good measurements and Intel TXT will abort the launch per the LCP.

While this enhanced control and protection is good for individual servers, this concept can be used as a building block, and becomes even more powerful when applied at the data center level. Cloud computing implementations, because of their inherent abstraction of physical hardware and multi-tenancy movement across a shared infrastructure, require more than traditional perimeter-oriented security techniques. Intel TXT helps fill that security gap by providing platform integrity assurance and the ability to report this information for use in management infrastructures.

Consider VM live migration, for instance. This policy-driven feature allows a cloud service provider to migrate VMs from one node to another, even to a data center in another country, substantially increasing the risk from a security perspective. Intel TXT can help combat this issue by helping create trusted pools of compute resources. In this mode, servers that have had integrity verified through an Intel TXT measure launch process can be identified and grouped into pools of trusted hosts. A policy is then created that restricts migration of trusted VMs to only hosts in the same trusted pool or among other trusted pools. In the same vein, VMs created on untrustworthy hosts can be prevented from running in the trusted pool. As such, IT managers or service providers have another tool and set of control points for providing a better, more secure environment for critical applications.

<table>
<thead>
<tr>
<th><strong>Power on HW System</strong></th>
<th><strong>Hypervisor code measured by Intel TXT prior to boot</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fw/BIOS match?</td>
<td>HYP measure match?</td>
</tr>
</tbody>
</table>

**Intel® TXT Protecting a Virtual Server Environment**

- **With Intel® TXT**: Software can be measured and verified as known good
- **Power on HW System**: Fw verified by Intel TXT prior to boot
- **Hypervisor code measured by Intel TXT and compared to known good value prior to allowing launch**
- **Launch VMs, OS, etc.**

- **With Intel® TXT**: Unknown software is measured, detected, and can be blocked
- **Power on HW System**: Fw verified by Intel® TXT prior to boot
- **Hypervisor code measured by Intel® TXT and compared to known good value prior to allowing launch**
- **Intel® TXT blocks launch of root kit hypervisor**

**Trust Level**: Enforced

**Figure 1. Intel® TXT Protecting a Virtual Server Environment**
Enomaly ECP* HAE Technology Overview

The Enomaly ECP HAE extends the capabilities of Enomaly ECP Service Provider Edition (SPE), enabling telecom and service providers to offer their customers a cloud computing service with a higher level of security than previously available in IaaS offerings. Through the Enomaly ECP HAE platform, customers can deploy applications to a service provider’s cloud with assurance that the confidentiality and integrity of their data will not be compromised.

By meeting this customer need, service providers can offer a highly differentiated cloud environment with a superior value proposition, in addition to positioning themselves as the only cloud provider able to satisfy customer security requirements.

Additionally, because Enomaly ECP HAE provides a trustworthy foundation that can assure the correct functioning of other layered security solutions (which would otherwise be executing on untrusted virtual servers, and would therefore themselves be suspect), Enomaly ECP HAE enables cloud providers to build out cloud platforms fully compliant with sector- and industry-specific requirements.

Enomaly ECP HAE takes advantage of hardware security mechanisms in specific Intel processors and chipsets, using Intel TXT to provide ongoing verification of the integrity of the cloud. Unlike any cloud computing service available today, a cloud based on Enomaly ECP HAE can prove reliably to its users that it has not been hacked or compromised. This section provides an overview of Enomaly ECP HAE, and describes how it operates.

Remote Attestation

The Enomaly ECP HAE platform ensures protection and verification of the identity of the hypervisor environment using a mechanism called remote attestation, which allows the platform to prove that it is authentic and unaltered. Hardware-based mechanisms are used to generate an attestation certificate, which records fine-grained information regarding the cloud environment and its configuration. Users of the cloud service can then verify the integrity and authenticity of the platform using the Enomaly ECP HAE Trust Agent software to validate the attestation.

For each server within a service provider’s cloud environment, the Enomaly ECP HAE platform sets up an MLE immediately after the boot loader runs at system startup.

Once operating within the MLE, the Enomaly ECP HAE platform loads and executes the hypervisor and mounts the root file system. While loading these components, Enomaly ECP HAE takes cryptographically secure measurements of these component parameters and stores them within the TPM. Information stored within the TPM cannot be tampered with, so these comparisons can be relied upon later to assure the user that the environment has not been altered at runtime in any way.

When a user provisions a VM on the cloud and the VM is provisioned onto an Enomaly ECP HAE node, the corresponding TPM values are retrieved and compared to the environment present at runtime. This ensures that a verified hypervisor software stack is running on the machine selected.

The Enomaly ECP HAE Protected Boundary encompasses the Xen* hypervisor, the Dom0 kernel, and the associated hardware for each server within the service provider’s cloud. When servers are configured for Enomaly ECP HAE, secure boot-time measurements of these environments are captured and stored.

To establish the integrity of the cloud platform, the environment present at runtime is compared to the stored TPM measurements when a new VM is provisioned by a customer, to ensure that a valid Enomaly ECP HAE server was actually used. The TPM measurements are transmitted securely to the user’s machine, where they can be verified against the list of known-good platforms.

Enomaly ECP HAE fully verifies the hypervisor platform and everything that depends on. As a result, Enomaly ECP HAE can detect any compromise of the environment or unauthorized modification.
whether intentional or inadvertent. This protects against compromise or tampering with the hypervisor, which can result from a variety of events, such as from an attack by a malicious VM running alongside a customer’s trusted VMs.

By keeping the low-level parts of the cloud provider’s infrastructure secure, Enomaly ECP HAE ensures that isolation between VMs is maintained.

**Operational: Enomaly ECP* HAE in Use**

The Enomaly ECP HAE platform allows a remote cloud user to establish trust in a cloud provider’s platform. This section illustrates this process.

The following simplified examples use the Enomaly desktop Trust Agent. In addition to the desktop Trust Agent, Enomaly ECP HAE also offers a command-line interface (CLI) Trust Agent, as well as a simple API through which users can automate use of Enomaly ECP HAE cloud security checking, and integrate it with security information and event management (SIEM) systems. In typical use cases, users of Enomaly ECP HAE employ the Desktop Trust Agent in combination with the CLI Trust Agent and/or Enomaly ECP HAE API integration.

Figure 4 shows a client accessing a platform verified by Enomaly ECP HAE. The client is using the Desktop Trust Agent, which uses patented technology to verify the integrity of the cloud provider’s software environment. In this case, because the client is connected to an approved Enomaly ECP HAE platform, the Desktop Trust Agent displays a proactive notification, indicated by a green screen, declaring the platform safe to use.

On the other hand, consider what might happen if the cloud provider’s hypervisor software environment was tampered with. This could happen for a variety of reasons; for example, a disgruntled employee at the cloud provider might want to steal secrets from the cloud provider’s customers, or a malicious insider paid by a competitor might try to spy on the VMs of the cloud users. Similarly, the hypervisor itself might have a security vulnerability exploited by a hacker to control another VM in the cloud, allowing the attacker to tamper with the cloud provider’s hypervisor environment. Since the hypervisor is the most critical component in a cloud computing infrastructure, any loss of its integrity means an immediate and catastrophic breach of security.

Figure 5 shows what happens when the Enomaly ECP HAE desktop Trust Agent is used to connect to a platform that has been tampered with, or an environment in which any component has been replaced by untrusted software. The Enomaly ECP HAE Trust Agent detects this and informs the user with a red warning screen. This red warning screen is generated locally by the Desktop Trust Agent on the user’s desktop, and cannot be evaded or circumvented.
Regardless of whether the unapproved platform was caused by accident or malice, the Enomaly ECP HAE platform delivers cryptographically secure integrity detection of the hypervisor environment on which that the user’s VM is running.

**Test Bed Blueprint Overview**
The following hardware architecture used in our test bed is typical of a cloud datacenter design, but smaller for the sake of simplicity:

- Two energy-efficient Dell PowerEdge R710 rack servers (based on the Intel Xeon processor 5600 series)
- Flat layer-2 network
- Local storage
- Use of virtualization to consolidate workloads and improve the rate of resource utilization

The use of highly automated, flexible building blocks as the foundation for a cloud deployment allows for easy trade-off between capital expenditures (CapEx) and operational expenditures (OpEx).

**Test Bed Hardware Description**
Table 1 describes the hardware configuration used for the test bed.

- Dell has supported the virtualization of thousands of customer environments from Global Fortune 500* companies to small businesses. Many Dell systems could be used for this purpose, but the Dell PowerEdge R710 is based on specific customer-inspired design considerations, with virtualization and scalability in mind. The 2U chassis offers up to 12 TB of internal storage, a maximum 288 GB of 1333 MHz memory, and an embedded hypervisor on either an SD card or internal USB. The highly configurable Dell PowerEdge R710 offers features that facilitate rapid deployment. The additional Universal Extensible Firmware Interface (UEFI) provides powerful management of both physical and virtual servers. The Dell PowerEdge R710 provides a rock-solid foundation for a secure and agile cloud infrastructure.

**Installation and Configuration**
This section describes the installation and configuration procedures for Enomaly ECP HAE.

- **Initial BIOS Changes**
  - Intel TXT is set to Enabled
  - TPM state is set to Enabled and Activated
  - A valid password is set in the BIOS

- **Software Installation, Configuration, and Functional Validation**

  **Step 1: Operating System Installation**
  At the time of publication, Enomaly ECP HAE is officially supported on CentOS 5.5 and Red Hat Enterprise Linux* 5.5. This particular test bed uses CentOS 5.5. The requirements for installing the operating system are as follows:
  
  - IPv4 support must be enabled, and IPv6 support must be disabled
  - Static IP addresses are recommended for all servers
  - A domain name must be specified during setup

---

Table 1. Test Bed Configuration

<table>
<thead>
<tr>
<th>System</th>
<th>Processor Configuration</th>
<th>Other Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enomaly ECP* HAE Hosts</td>
<td>Intel® Xeon® processor X5667</td>
<td>Platform: Dell PowerEdge® R710 rack server</td>
</tr>
<tr>
<td>Server A: 192.168.101.130</td>
<td></td>
<td>Form factor: 2U rack mount</td>
</tr>
<tr>
<td>Server B: 192.168.101.140</td>
<td></td>
<td>Processor: Intel Xeon processor X5667 3.06 GHz, 2-way x 6 cores = 12 cores</td>
</tr>
<tr>
<td>Network: Cisco Nexus® 5010 S2410-01-10GE-24CP</td>
<td>N/A</td>
<td>Memory: 24 GB RAM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Storage: 300 GB HDD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Software: CentOS® 5.5 x64, Enomaly ECP HAE</td>
</tr>
</tbody>
</table>

* Red Screen = Platform Compromised

---

Image: Figure 5. Platform Integrity Violation Detected (Red Screen)
Step 2: Enomaly ECP* HAE Installation

Before installing Enomaly ECP HAE, it is important to properly configure the BIOS on the server so that the TPM is available for configuration. The recommended BIOS settings are shown in Figure 6 and Figure 7.

![Figure 6. Recommended Processor BIOS Settings](image6.png)

![Figure 7. Recommended OS and I/OAT BIOS Settings](image7.png)

Finally, reset the TPM and disable Intel TXT for the first part of the setup. Fully power cycle the server after making these configuration changes.

Enomaly ECP HAE is composed of three services:

- Enomaly ECP web interface (ecp)
- Enomaly ECP manager (ecpmanager)
- Enomaly ECP agent (ecpagent)

By default, the manager installation script installs the Enomaly ECP web interface and Enomaly ECP manager on the same host.

Step 3: Enomaly ECP* HAE Configuration

The Enomaly ECP HAE installation process is detailed in section 1.3 of the Enomaly ECP HAE installation documentation, and is not covered in this reference architecture.
Step 4: Enomaly ECP* Agent Installation

In addition to the configuration steps detailed in section 1.3 of the Enomaly ECP HAE installation documentation, a TPM configuration step is also required. The output of the agent install is shown in Figure 8. There are usually some failures to stop services that might not yet be running, but this is a normal part of the setup.

Step 5: Post-Installation

Once the installation is complete, reboot the system and re-enable Intel TXT. Reboot into the BIOS and ensure the following requirements are met:

- Intel TXT is set to Enabled
- TPM is enabled with pre-boot measurements
- Settings are saved
- The system is power-cycled

The server should now boot into a trusted boot environment with measurements enabled.
Pre-Conditions to Validate Functionality of the System

Create Two Enomaly ECP HAE VMs

At this point, two virtual machines are created for use cases. For detailed information on creating VMs, refer to the Intel Cloud Builders Enomaly ECP SPE reference architecture. Figure 10 shows the two VMs.

![Figure 10. Two Virtual Machines Running](image)

Validate TPM Functionality for Running VMs

Enomaly ECP HAE provides agents which can be used to validate the trusted status of VMs. These are provided in several forms, including a Mozilla Firefox browser extension. This test used the Firefox extension to monitor the status of the TPM, and hence the status of the running VMs. Figure 11 shows that both VMs are trustworthy. The Firefox extension shows that the two VMs are running on two different physical hosts (Server A: 192.168.101.130; Server B: 192.168.101.140).

![Figure 11. Verifying TPM Functionality for Two VMs](image)
**Intel® TXT Use Cases**

During the testing phase of this reference architecture, use cases were run that mimicked typical data center security breaches.

**Use Case 1: An Attack Resulting in a Modified Boot Environment**

This use case boots server B into a CentOS kernel without Enomaly ECP HAE or a trusted boot hash, in order to simulate an attack (such as a kernel replacement or modification) by either a rogue administrator or an attacker. As shown in Figure 12, the Enomaly ECP HAE Web UI portal provides a clear indication that the VM running on server B is not trustworthy using the red lock icon.

![Figure 12. VM Running on Server B is Untrusted](image)

Figure 12. VM Running on Server B is Untrusted

Figure 13 shows the status of both VMs using the Firefox browser plug-in. One of the VMs (the one running on server B) has failed its TPM check, while the VM running on server A is running on a trusted host, and the runtime measurements match the TPM hashes.

![Figure 13. Mozilla Firefox* Plug-in Showing the VM on Server B is Untrusted](image)

**Use Case 2: Validate Redistribution of Trusted VMs to Trusted Hosts**

This test case verifies that trusted VMs will migrate to trusted hosts when faced with a catastrophic hardware failure. This hardware failure is simulated by physically unplugging the power cord of server B.
As shown in Figure 14, the VM that was previously running on server B has been migrated to server A. The runtime measurements for both VMs match the TPM hashes, and are marked trusted.

**Figure 14. Server Failure: Migration of VMs to Another Trusted Host (Server A)**

**Use Case 3: Validate that Unintended Migration of Trusted VMs to Untrusted Hosts is Flagged as a Breach**

In the previous use case, the migration of VMs was verified under exceptional conditions to trusted servers. The servers were not equipped with processors capable of Intel TXT (or which the service provider has not properly certified). This use case ensures the reverse—trusted VMs do not migrate to untrusted servers. This might happen under different scenarios, such as an attacker running a denial-of-service attack on a trusted server in order to force redistribution to an untrusted server.

In order to perform this test, server A, a trusted node running both VMs from the previous use case, was powered off, while server B continued running a kernel without Enomaly ECP HAE.

Figure 15 shows both VMs now marked as untrusted while running on server B.

**Figure 15. Enomaly ECP*-Initiated Migration of VMs to Untrusted Host Flagged as Untrusted**
Use Case 4: Verify that Manual Migration of VMs to Untrusted Hosts is Flagged as a Breach

For this use case, we ensured that both trusted VMs were running on server A, which was booted into a trusted Enomaly ECP HAE kernel. Server B was booted with a kernel without Enomaly ECP HAE, and hence is untrusted.

The movevms.py script (which is included with both Enomaly ECP HAE and Enomaly ECP SPE) was then used to move one of the VMs to server B. As soon as the VM was migrated, the Enomaly ECP HAE Web UI portal flagged it as untrusted as shown in Figure 16.

Figure 16. Forced Migration of VM to Untrusted Host: VM is Flagged as Untrusted

Things to Consider

The scalability of a cloud solution can be impacted by several factors, such as choice of networking architecture, storage implementation, and use of energy efficient compute nodes.

Network Technology Architecture

Enomaly ECP HAE supports several network architectures. For the test bed, a flat layer-2 topology was used. This selection worked well for the basic test cases. For production deployments, more advanced technologies and architectures, such as 10 Gigabit Ethernet and channel bonding, are more suitable.

Storage Architecture

Enomaly ECP HAE supports a host of storage architectures. For the test bed, local storage was used for the sake of simplicity. For production cloud deployments, the use of some form of network-attached storage architecture is expected. For deployments targeting I/O-heavy workloads, the use of solid state drives (SSDs) can help improve overall performance and longevity, while reducing overall power consumption at the data center level.

Hardware Considerations

A complete discussion of processor and overall server performance and energy efficiency is beyond the scope of this reference architecture. However, the performance and density of VMs running in a cloud implementation can be heavily influenced by processor architecture and specific feature sets available, such as Intel® Virtualization Technology for Directed I/O (Intel® VT-d). For production deployments in general, high-performance, energy efficient servers, such as Intel Xeon processor 5600 series-based Dell PowerEdge servers, are strongly recommended. For deployments that utilize Intel TXT, Intel Xeon processor 5600 series-based servers are required.

Conclusions

This paper has detailed some models that use Intel TXT and Enomaly ECP HAE to build a foundation for trust in the cloud. For any cloud deployment intended to support user workloads requiring a higher level of trust than can be provided by commodity cloud platforms, this blueprint provides a sound foundation for a trustworthy cloud computing infrastructure comprising multiple layers of security. For public cloud service providers, this architecture also removes one of the primary barriers to providing a more secure public cloud and offers an opportunity for differentiation, enabling access to government and industry sectors concerned about running their applications in a public cloud.
Glossary

Authenticated Code Modules (ACM): Platform-specific code that is authenticated by the chipset and executed in an isolated environment within the processor. This term has also been used to refer to a trusted environment enabled by an ACM to perform secure tasks.

Compute node: A server on which Enomaly ECP HAE is running, and on which VMs are hosted.

Intel TXT: Intel Trusted Execution Technology.

Measured Launch Environment (MLE): The environment measured and launched as a result of the GETSEC [SENDER] instruction.

SINIT: Secure initialization; a trusted process that measures, validates, and launches an MLE.

SMX: Safer machine extensions; the capabilities added to selected Intel processors that enable Intel TXT.

TCG: Trusted Computing Group; an industry initiative for advancing computer security. For more information, see http://www.trustedcomputinggroup.org.

Trusted Platform Module (TPM) 1.2: A hardware device defined by the TCG that provides a set of security features used by Intel TXT.

VM: Virtual machine; a software implementation of a computer that executes programs like a physical machine.

Intel VT-d: Virtualization technology for directed I/O; a hardware-support component of Intel VT for managing direct memory access (DMA) and interrupts generated by I/O devices.

Intel VT-x: Virtualization technology for execution environment; a set of processor instructions (vmx) and capabilities defined by Intel VT that software uses to provide isolation and protection for virtual environments.

Endnotes

To learn more about deployment of cloud solutions, visit www.intel.com/cloudbuilders