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Abstract

Bringing Alinference closerto the datasource offers significantadvantages
incost, privacy and performance. Recentadvancementsinlightweight GenAl
models (i.e., 1-8B parameters) provide adisruptive opportunity to shift GenAl
deploymentfromthecloudtothe edge, butalternativesto cloud-based GenAl
needtobe practicaland efficient. Thiswhite paperoutlinesastrategicapproach
to shift GenAl deployments from cloud-native (i.e.,, GPU based) solutions toedge
(i.e.,hardware based) solutions using the built-in compute acceleration of CPU-
GPU-NPU (e.g., Intel® Core™ Ultraprocessors, Intel® Arc™ GPUs) and open
source GenAlmodels.On-device deployment offerslow total cost of ownership
(TCO), offline capabilities, data sovereignty and reduced latency, making powerful
GenAlmodelsaccessibleacrossregionsandsectors that may previously have
facedbarrierstodeployment.

Introduction

Large, sophisticated GenAlmodels haveimmense computationalneeds,and as
aresult, cloud-based GenAl solutions have dominated. However, these models
require substantialinfrastructureinvestmentorrecurringend-user APl costs,
whichlimitsaccesstotheiradvanced capabilities.

Recentadvancesin GenAlopenecosystemdevelopmentare changingthe
landscape; models are optimized tobe smaller, fasterandless powerhungry,
enablingedge-based, decentralized deploymentswith the ability torun GenAl
modelslocally. Thisshiftfrom cloud-based Al towards offline, edge-based Al
presentsacompellingdeploymentalternative —one thatdemocratizes GenAl
accessaway from centralizedinfrastructure and offers benefitslikereduced costs
andincreaseddata privacy by leveraging hardware (CPU-GPU-NPU).

On-device GenAl could have wide-reaching positive impacts, increasingaccessto
GenAltoolsincircumstances, locations orsectorsthatface challengeslike lack of
internet, low bandwidth, shortage of skilled people, etc.

Intel Confidential
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Why it Matters

Low Cost Education:

Localized deployments of on-device GenAlapplications do UNICEF estimates thatnearly Tbillion
notrequireincremental subscriptions orfees. By optimizing children'may face unreliableinternet
lightweight models for existing underlying hardware acce;sanﬁashortag(:f(l)_fquallfled
configurations (i.e., leveraging sunk costs), organizations . -t cTineaccessto

. g : GenAl-powered educationaltools
canachieve competitive GenAl performance atafraction of

; . . resentsanopportunitytobridge
the costassociated with cloud-basedinstances. ’E)hisgap. PP y 9

DataPrivacy Healthcare:

On-device GenAliscomplementary toagentic Al Incrisis Iresloc_’nse situations or
workflows?, offeringalocalinference tierthat can function remote locations withoutreliable

#1i low| d . d | ; internet, healthcare providers could
offlineatlow latency andactupon private dataenclaves tor access GenAltools that support

sovereigndataintelligence. diagnostics, triage or secure access
tocritical patientrecords.

Latency Automotive:

While cloud-based GenAl scales for high-end workloads, it Low-latency, on-device GenAltools
often entails network latency. Lightweight models with low couldautomate certainworkflows at

the point of decision-makingorhelp
streamlinerepairsatthe point of
service.

latency and on-device compute offera hybridapproach; Al
workloads canbeallocated between the cloudandon-
device dependingonuserrequirements, resource
utilization and desired quality or userexperience.

Technical Performance Benefits of On-Device GenAl

Edgesolutions,incontrastto compute-intensive advanced cloud-based models, offerabalance between performanceand
computational efficiency. The following table demonstrateshow recentadvancementsinlightweight, open-source GenAl
modelsandIntel OpenVINO™ toolkit-based optimizations enable efficient deploymentand orchestrationonIntel® Core™
Ultraprocessors®.

Example SolutionIngredients:

Todemonstrate how on-device GenAldeploymentcanreplicate cloud-based deploymentand functionality, weranthe
following scenarios on OpenVINO: chatbot, image generationand live captioning/audio transcription.

= LLM(Large Language Model): Llama, Phi, Qwen, SmolLM, Mistral, etc.

= LVM**(Large Vision Model): MiniCPM-V, Qwen-VL, Llava, SmolVLM, etc.
= Image Generation**: Stable Diffusion, Flux

= Audio Transcription**: Whisper

= Console**: OpenVINO Test Drive
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Benchmarking GenAl on OpenVINO

Asthefollowingtableillustrates, we found satisfactory performance (i.e., 20-30 TPS) onreal-life use cases suchas
conversingwithachatbot.

Ourbenchmarkingdemonstratesthat Lunar Lake (LNL)isapproximately 1.6x more power efficientatequivalent*iGPU Al
inferencing comparedto MeteorLake (MTL);and LNL isapproximately 1.4x faster (i.e., throughput) atequivalent*iGPU Al
inferencingcomparedto MTL.Powerdraw and other utilization results are shown below.

iGPU*" Models, HW: Throughput | atency (ms) AtFulliGPU Utilization*, Power
TPS (2nd tkn+) (2nd token) Measured: Draw
16.4% CPU utilization
59000 MB/s Mem BW Idle: 5.5W
Llama 3.1-8B-int4, MTL 14.20%/16.48" 70.50%/60.67* Idle Mem: 12GB o
Load Mem: 21GB Load: 29W
21.8% CPU utilization e 2 TR
(S5 2y
Llama-3.1-8B-int4, LNL 20.3842091"  49.07*/47.80" 78401MB/s Mem BW
Idle Mem: 6GB Load: 256W
Llama Load Mem: 15GB
16.8% CPU utilization e
=9,
Llama 3.2-1B-int4, MTL 66.06* 15.13* 49698 MB/s Mem BW
Idle Mem: 1IGB Load: 20W
Load Mem:13.5GB
22% CPU utilization T/
(6 2
Liama 3.2-1B-int4, LNL 79.33* 12.59* 64676 MB/s Mem BW
Idle Mem: 6.2GB Load: 23.5W
Load Mem: 8GB
Throughput” 3
iGPU Models & Generations: L
TPS(2ndtkn+)  (2ndtoken)
Llama-3.2-3B-instruct-int4, MTL 31.76 31.47
Llama
Llama-3.2-3B-instruct-int4, LNL 40.69 24.57
Phi Phi-3-mini-4k-instruct-int4, MTL 24.59 33.95
i
Phi-3-mini-4k-instruct-int4, LNL 35.21 28.4
Qwen2.5-7b-int4, MTL 17.68 56.53
Qwen
Qwen2.5-7b-int4, LNL 21.62 46.24
Deepseek-rl-distill-qwen-7b int4, MTL 17.82 56.09
DeepSeek
Deepseek-rl-distill-qwen-7b int4, LNL 21.68 46.12
Throughput * ilization*
NPU* Model, HW: ghp Latency* (ms) At Full NPU Utilization*, Powe:
TPS(2ndtkn+)  (2ndtoken) Measured: Draw
NPU datais preliminary and not fully optimized for
2.9% CPU utilization e BT
e: .
Llama 3.2-1B-int4, MTL* 2291 43.5¢ B P L EmEL
Idle Mem:11GB Load:16.45W
Llama Load Mem:13.4GB
3% CPU utilization T
; 27030 MB/s Mem BW e 2.
Llama 3.2-1B-int4, LNL 25.97* 38.5*
Idle Mem: 6.2GB Load:15.0W
Load Mem:8.9GB
Sources & Notes:

Open-source instruct-tuned models, OV-quantized/optimized, please see sources for additional details

*Config1: SKUs tested: Meteor Lake Core Ultra7 MTL 165H, Lunar Lake Core Ultra7 LNL 268V, OpenVINO 2024.6.0.0

*Memory and power usage metrics were measured under a custom Q&A inference workload implemented with OpenVINO GenAl, reflecting measured
systemresource performance defined test parameters

*Input token size = <25, output token size = 512

~Config 2: SKUs tested: Meteor Lake Core Ultra7 MTL155H, Lunar Core Ultra7 LNL 288V, OpenVINO 2025.0
~input token size = 32, output token size =1024

~https://docs.openvino.ai/2025/index.html
~https://docs.openvino.ai/2024/openvino-workflow/model-preparation.html
~https://docs.openvino.ai/2024/openvino-workflow/model-optimization.html

**Coming soon - Whisper audio transcription, image time-to-generate, multimodal models benchmarking, Openvino Test Drive console (beta)
**https://github.com/openvinotoolkit/openvino_testdrive (beta)

Figurel. BenchmarkingGenAlonIntelMTL,LNLand OpenVINO


https://docs.openvino.ai/2025/index.html
https://docs.openvino.ai/2024/openvino-workflow/model-preparation.html
https://docs.openvino.ai/2024/openvino-workflow/model-optimization.html
https://github.com/openvinotoolkit/openvino_testdrive
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Cost, Privacy and Accessibility Benefits of Edge-Based GenAl

With Intel® Core™ Ultraprocessors, Intel® Arc™ GPUsand OpenVINO, enterprises can meettheiredge and on-prem GenAl

applicationneeds.

Low Total Costof Ownership (TCO)

Offline edge and enterprise GenAl deploymentscan
supplementreliance on expensive cloudinfrastructure,
therebyreducinglong-term APItoken costs. Oncethe
hardwareis deployed (i.e.sunk cost), open-source GenAl
models canrunoffline, significantly reducing costs over

an estimated five yeardepreciation period.Basedon
assumptionsregardingtask-specific performanceand
precisionrequirements, enterprises can optimize workload
distributionbetween edgeandcloudtobestmatchthe
demandsof eachapplication.Inthelongrun, enterprises
may be abletorealize significant savings by adoptingahybrid
strategy toleverage more on-device functionality relative to
cloud-based. Aslightweight models’ portability and quality
continuestorapidlyimprove, they canbe customizedtofitin
ahybrid frameworkand utilized forlocalintelligence.

The decentralization of GenAl through edge devices creates
amoreaccessible entrypointfordevelopersandenterprises
alike, lowering both capital expenditure (CAPEX) and
operational expenditure (OPEX).

NoInternet Needed

On-device GenAlmodelsdonotrequireinternettowork.
Thisisespeciallyimportantinemerging markets where
intermittentconnectivity and poorbandwidthimpact
operations. Forexample,an on-device chatbotcanbe
initializedinamatter of seconds fromthe timethe system
ispoweredonandremainavailable thereafterwith near-
instantaneousresponse timesand full offline functionality.
Furthermore, the ability to deploy multimodal* GenAl
models —text, audio, visioninputs and text, audio, vision
outputs —on-device expands sophisticated offline use cases
andcouldincludeimage recognition* image generation* or
language translation,tonameafew.

Optimized Performance

OpenVINO’s sophisticated optimization framework
maximizes performance through Intel GPU XMX
accelerationand NPU capabilities, allowing maximum
flexibility fordevelopersthroughintelligent workload
distributionacrossarchitectures.Independent Software
Vendors (ISV) cancreate solutionswithmodelsacross

the GPU+NPU mix. Advanced quantizationtechniques
reduce memoryrequirementswhileacceleratinginference
speeds, making 1-8B parameter models viable for on-device
deploymentsthat prioritize privacy protection, performance
optimizationand costefficiency.

Improved Latency

Computation(e.g., TOPS)residing nexttothe datasource
ordevice offersfundamentallatency benefitsforrunning
GenAl.Processing GenAlmodelsdirectlyonpremand
localedge deploymentsreduceslatency to milliseconds—a
criticaladvantage overcloud-based GenAl systemswhere
latency canbeaffected by networkbandwidthandremote
serverloads.

Examples (see Figure1): Under100ms*iGPU latency on
lightweight LLMenables near-instantaneousintelligence,
suchasayes/nothatcanbederivedasalertsordecisions
(i.e.,agentic). Through sophisticated pipeline engineering
(e.g.,preprocessing, contextloading),aresponse canbe
extractedinafewmilliseconds, fundamentally accelerating
inference for specialized scenarios. Thislow-latency
verdictisideal forsimple yes/no or pass/fail classifications,
providinganon-device gating superpowerthatoutpaces
cloudlatency. Thisinitial low-latency assessmentcan
revolutionize systemresponsivenessincarefully selected,
high-impactapplications whereimmediate categorical
decisionsdrive operational success, suchasinhealthcare
andautomation.

Data Sovereignty

On-premiseandlocal GenAlapplicationdeployments
ensurethatsensitive dataremainsonthedevice, preserving
privacy andadheringtoregulationslike the General
DataProtection Regulation (GDPR) or Health Insurance
Portability and Accountability Act (HIPAA). Because they
don’tneedaninternetconnectiontoprocess GenAlinreal-
time, organizations gainenhanced control over theirdata
while avoiding therisks of databreachesandleaksassociated
with cloud-basedsystems.

Cost-Effectiveness

On-premise and edge GenAlsolutions presentcompelling
economicand privacy advantages comparedto cloud-
basedsolutions. Organizations cansignificantlyreduce
oreliminate subscriptionand APlexpensesandachieve
precise operational costmanagementwithlocalinference
capabilities.

Low Maintenance

Edgeandon-premise GenAlmodels deployedonlocal
infrastructurerequire only periodic manualupdatesto stay
current. Giventhatlightweight models evolve rapidly — often
insix-month cycles—anannual maintenance schedule
isrecommendedforedge-deployed GenAl. Thisallows
forcriticalupdatestomodelsand optimizations through
OpenVINOrelease updates, ensuringthe modelsremain
efficientand effective fortheirintended use cases.

Across multi-yeardeploymentcycles, model maintenance
andupdatesbecomeincreasingly predictable, simplifying
maintenance cyclesandreducingtotal expenditure
comparedtocloud-centricapproachesthatdemand
continuous network connectivity and consumption-based
pricingmodels.
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The lmpactof Decentralized Alon Educationin
Emerging Markets

Use Case Deep Dive

The deployment of offline LLMs through low-cost on-device GenAl solutions can have atransformative impact
oneducationinemerging markets. With an estimated1billion'studentsinregions suchas South America, India
and Africafacingunreliableinternetaccessandashortage of qualified teachers, GenAl-powered educational
tools presentanopportunity to bridge this gap. On-device LLMs can contextualize studentrequirements,
understandtheirstrengthsand weaknessesandprovideindividually tailoredresponses —allinamatter of
seconds while preserving student privacy. By combininglocal and cloud-based models forahybrid approach,
educationalinstitutions could:

Addressthe Teacher Shortage with Offline GenAl

Inregions where access to quality educationislimited, on-device GenAl canbe a proxy tolearning resources that
anyone canaccess,anytime, forfree.LLMsrunning onlow-costedge devices can offer personalized tutoring,
generate content, answer student queries and facilitate self-pacedlearning, complementing the role of teachersin
areaswithinadequate educationalinfrastructure and democratizingaccess to high-quality learning.

Build Localized Solutions

Language andvision GenAlmodels can provide diverse educational tools frominteractive learning experiences to
creative contentsupportwhile running efficiently onlow-power edge devices. Independent Software Vendors (ISVs)
and Systems Integrators (SlIs) play acritical role in this ecosystem by providing the front-end UI/UX wrappers,
ensuring they are user-friendly, intuitive and tailored to specific educationalneeds.|SVs candevelop custom
interfacesthatcatertoboth teachersandstudents, while SIscanfocusonthe setup, maintenance andactivation of the
edge GenAlsystems. Through customizedinterface designand userexperience optimization, these lightweight
LLMs effectively serve diverse educational environments with adaptations such as the ability to translate learning
materialsintoanyone’sfirstlanguage. And whenintegrated withretrieval-augmented generation (RAG)* or extended
context workflows?®, these lightweight models align precisely with specific curricularrequirements and moderation
protocolslike safety, ethics,age appropriateness forK-12 segmentsand others.

Reduce Operational Costs

By usingon-premise GenAl, schools canreduce oreliminate subscription or APl feesand gain tighter control over
operational costs. Inotherwords, they canimplement the above solutionsin a cost-effective way.

In summary, the deployment of optimized lightweight LLMs on edge devices offersascalable and cost-effective
solution toimproving educationinunderservedregions. By leveraging the rapid evolution of open-source GenAl
modelsandrelyingon|SVsand Sls forcustomizationand maintenance, emerging markets can take significant
strides toward bridging the education gap, bringing high-quality, GenAl-drivenlearning to millions of students.

Conclusion

Decentralized, on-device GenAl architectures cantransformboth operational performance and cost efficiency in myriad
real-world deployments, from enterprises to emergingmarkets. Together, Intel® Core™ Ultraprocessors, Intel® Arc™ GPUs
and OpenVINO offeranaccessible route to democratizing GenAl by accelerating the development of optimized on-device
GenAlsolutions.

= Learnmore aboutthe AIPC powered by Intel and deployment with the OpenVINO toolkit

= TryOpenVINO GenAl examples on your hardware



https://www.intel.com/content/www/us/en/products/docs/processors/core-ultra/ai-pc.html
https://www.intel.com/content/www/us/en/developer/tools/openvino-toolkit/overview.html
https://github.com/openvinotoolkit/openvino.genai?tab=readme-ov-file#installing-openvino-genai
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Disclaimer

Thiswhitepaperanalyzesvarious Almodels, including fully open-source models (e.g., Apache 2.0, MIT-licensed
models) and openly available models (e.g., Meta’s LLaMA). Each model remains the intellectual property of its
respective creatorsandis governedbyitsoriginallicense. Fully open-source models suchas Qwen, Mistral, and
Phiallow unrestricted use, modification, and distribution undertheirrespective licenses. Modelslike LLaMA are
available underspecific usage terms that may includerestrictions. Thisdocument does not redistribute, modify,
oralterany modelweights, nordoesit claim ownership overthem. Users should consult the official licensing
terms of eachmodelbefore use. The inclusion of specific modelsinthis whitepaperdoesnotimply endorsement
by theirrespective developers. Therecommendations presented are based onindependentresearchand donot
constitute official guidance from Meta, OpenAl, Google, orany other model provider.

Performance varies by use, configuration and other factors. Learn more at www.Intel.com/Performancelndex.
Performanceresultsarebasedontestingas of dates shownin configurationsand may notreflectall publicly
available updates. See backup for configuration details. No productorcomponentcanbeabsolutely secure.
Yourcostsandresults may vary.Intel technologies may require enabled hardware, software or service activation.
Currentcharacterized errataare available onrequest.

© Intel Corporation.Intel, the Intellogo, and other Intel marks are trademarks of Intel Corporation orits
subsidiaries. Othernamesandbrands may be claimed as the property of others.

Statementsinthisdocumentthatreferto future plans orexpectationsare forward-lookingand subjecttochange
without notice. Actual results may vary.

intel ai

Sources
'"How many children and young people have internetaccess athome? UNICEF.

2 Agentic Al and Confidential Computing. Agentic Al is: “a paradigm that involves deploying agents or other programs that act autonomously on behalf of humans or other Al systems
to make decisions and take actions to achieve specific goals. Unlike current agent models, which are rules-based, agentic Al uses sophisticated reasoning, knowledge, and intel-
ligence to help drive process automation by making decisions and taking actions rather than just responding to questions.”

3 Optimizing Large Language Models with the OpenVINO™ Toolkit. Intel. April 2024.

“Whatis retrieval-augmented generation? RAG is an Al framework that “helps LLMs deliver more-accurate and -relevant Al responses. RAG supplements an LLM with data from an
external knowledge base, ensuring LLMs can access the most-reliable and -currentinformation. This additional data helps LLMs deliver up-to-date and contextually meaningful
responses.”

°Whatis a context window? McKinsey & Company. December2024. “A context window is how informationis entered into LLMs. The larger the window, the more informationan LLM
isable to processatonce.”

©2025 Intel Corporation Printedin USA £yPleaseRecycle


https://data.unicef.org/resources/children-and-young-people-internet-access-at-home-during-covid19/?_gl=1*5wauu0*_gcl_au*ODMyNTI5ODUwLjE3NDA0MTM3NzY.*_ga*NjQyOTA4MjAxLjE3NDA0MTM3NTA.*_ga_BCSVVE74RB*MTc0MDQxMzc3NS4xLjEuMTc0MDQxMzc5My40Mi4wLjA.*_ga_P0DMSZ8KY6*MTc0MDQxMzc3NS4xLjEuMTc0MDQxMzc5My40Mi4wLjA.*_ga_ZEPV2PX419*MTc0MDQxMzc3Ni4xLjAuMTc0MDQxMzc3Ni42MC4wLjA.
https://community.intel.com/t5/Blogs/Tech-Innovation/Artificial-Intelligence-AI/Agentic-AI-and-Confidential-Computing-A-Perfect-Synergy-for/post/1665907
https://www.intel.com/content/www/us/en/content-details/817010/optimizing-large-language-models-with-the-openvino-toolkit.html
https://www.intel.com/content/www/us/en/learn/what-is-rag.html
https://www.mckinsey.com/featured-insights/mckinsey-explainers/what-is-a-context-window



