Introduction

As virtualized server deployment increases, virtualization technologies continue to evolve especially in the area of I/O performance. Within the industry, significant effort has been expended to increase the effectiveness of hardware resource utilization (i.e., application execution) through the use of virtualization technologies. The Single Root I/O Virtualization and Sharing Specification (SR-IOV) defines extensions to the PCI Express* (PCIe*) specification suite to enable multiple System Images (SI) or Virtual Machines (VMs/Guests) in the virtualized environment to share PCI hardware resources.
I/O Virtualization Goals

There are numerous trends in virtualization driving the need for more effective I/O virtualization solutions:

- Due to reducing Virtual Machine Monitor (VMM) overheads through Intel® Virtualization Technology (Intel® VT) and increasing power efficient performance through Intel® microarchitecture and multi-core processors, the number of virtual machines per server is increasing.
- Enhancing processing capability and server utilization require faster, scalable I/O.
- Isolation of device direct memory access (DMA) offers enhanced security and robustness.
- As hardware assists in processors, including Intel® VT-x, reduce software overhead on the processor side and bridge the gap to native performance, software-based sharing of high performance I/O devices among VMs will not be sufficient.

The goal of a holistic I/O virtualization solution hence would be to provide the:

- Same isolation that was found when the environment was running on a separate physical server.
- Scalability to support the number of virtual machines (VMs) necessary to take advantage of physical resources on I/O devices. They should also provide near native performance for I/O operations.

Intel® Virtualization Technology for Connectivity

Intel’s latest addition to its suite of virtualization technologies is Intel® Virtualization Technology for Connectivity (Intel® VT for Connectivity). This new collection of I/O virtualization technologies improves overall system performance by improving communication between host CPU and I/O devices within the virtual server. This enables a lowering of CPU utilization, a reduction of system latency, and improved networking and I/O throughput.

Intel® VT for Connectivity is supported by Intel Ethernet adapters and it includes:

- PCI-SIG SR-IOV implementation
- Virtual Machine Device Queues (VMDq)
- Intel® I/O Acceleration Technology (Intel® I/OAT)

For more information on Intel® VT for Connectivity, please refer to: www.intel.com/go/vtc.

Today’s Scenario

So far all the technologies available in the industry for a virtualized server are sharing and virtualizing a single physical port of the network adapter via software emulation in order to satisfy the I/O needs of the virtual machines. The multiple layers of the emulated software have been making all the I/O decisions for the virtual machines, thereby causing a bottleneck in this environment and impacting the I/O performance. It has also impacted the number of virtual machines a physical server can run in order to balance the system’s I/O performance.

Solving the Problem

Current I/O virtualization techniques have many challenges. These challenges include:

- High I/O performance impact on a virtualized server
- The need for the software emulation layer to work on all communication and processing information, thus increasing CPU utilization
- The distribution of the interrupts and data via a single CPU core creates an I/O bottleneck on the system.
To address these challenges, two solutions were created: VMDq and SR-IOV.

Intel developed VMDq technology to offload the data sorting functionality from the Hypervisor to the network silicon. This improves I/O performance to deliver near line rate throughput and lower CPU utilization.

In addition, an industry standards body, PCI-SIG, created the PCI-SIG Single Root I/O Virtualization (SR-IOV) specification to further improve I/O performance on a virtualized system. Intel actively participates with other industry leaders within the PCI-SIG working group.

SR-IOV defines a method to share a physical function of the I/O port of the I/O device without software emulation. This process creates a number of virtual functions per physical port of the I/O device. Each virtual function is directly assigned to a virtual machine, thereby achieving near native performance.

In summary, SR-IOV allows for the partitioning of a PCI function into many virtual interfaces for the purpose of sharing a PCIe device’s resources in a virtual environment. SR-IOV enables network traffic to bypass the software emulation layer and to be assigned to the VM directly. By doing so, the I/O overhead in the software emulation layer is diminished.

**PCI-SIG SR-IOV Advantage**

PCI-SIG SR-IOV provides a standard mechanism for devices to advertise their ability to be simultaneously shared among multiple VM’s. The SR-IOV spec allows an Independent Hardware Vendor (IHV) to modify their PCI card to define itself as several devices of the same type to a VMM (Hypervisor). A benefit of SR-IOV is the creation of a lightweight interface that allows an IHV to efficiently implement interfaces that can be directly assigned to VM’s.

**SR-IOV Overview**

The goal of the SR-IOV specification is to standardize on a way of bypassing the VMM’s involvement in data movement by providing independent memory space, interrupts, and Direct Memory Access (DMA) streams for each virtual machine. SR-IOV architecture is designed to allow an I/O device to support multiple Virtual Functions, while minimizing the hardware cost of each additional function. SR-IOV introduces two new function types:

- **Physical Functions (PFs):** These are PCIe functions that support the SR-IOV Extended Capability. The capability is used to configure and manage the SR-IOV functionality.

- **Virtual Functions (VFs):** These are ‘lightweight’ PCIe functions that contain the resources necessary for data movement but have a carefully minimized set of configuration resources.

The direct assignment method of virtualization allows a VM to interface directly to an I/O device. Therefore, direct device assignment provides a native experience and very fast I/O because it can reuse existing drivers or other software to talk directly to the device. However, it restricts the sharing of I/O devices. SR-IOV provides a mechanism by which a function (for example: a single Ethernet port) can appear as multiple separate physical devices.

---

**Figure 1: A typical network adapter supporting SR-IOV functionality**

**NOTE:**
- pDRV: Physical Driver
- vDRV: Virtual Driver

---

An SR-IOV-capable device can be configured (usually by the VMM) to appear in the PCI configuration space as multiple virtual functions (VFs), each with its own PCI configuration space. The VMM then can assign one or more VFs to a VM by emulating the configuration space.

Each virtual function can support a unique and separate data path for I/O-related functions within the PCI Express hierarchy. Use of SR-IOV with a networking device, for example, allows the bandwidth of a single port (function) to be partitioned into smaller slices that may be allocated to specific virtual machines, or guests, via a standard interface. A common methodology for configuration and management is also established to further enhance the interoperability of various devices in a PCIe hierarchy. Such sharing of resources increases the total utilization of any given resource presented on a SR-IOV-capable PCIe device, thus reducing the cost of a virtual system.

Intel’s implementation of PCI-SIG SR-IOV functionality requires the VMM software to configure the direct assignment of the virtual function to the virtual machine using Intel® Virtualization Technology for Directed I/O (Intel® VT-d). Memory Translation technologies in Intel® VT-d provide hardware assisted techniques to allow direct DMA transfers. Intel VT-d helps with secure translation, and SR-IOV provides separate data spaces for the virtual machines. For more details on Intel® VT-d, please refer to: [http://www.intel.com/technology/magazine/45nm/vtd-0507.htm](http://www.intel.com/technology/magazine/45nm/vtd-0507.htm).

Intel® Server Adapters supporting PCI-SIG SR-IOV functionality can work with any vendors’ platform solution that has the capability to configure the direct assignment of the virtual functions from the network’s silicon to the virtual machines.

Summary

In summary, the key benefits of PCI-SIG SR-IOV on a virtualized platform are:

- A standard way of sharing the capacity of any given I/O device thus allowing for the most efficient use of that resource in a virtual system
- Near native I/O performance for each virtual machine on a physical server
- Data protection between the virtual machines on the same physical server
- Smoother transition of a virtual machine between the physical servers thus enabling a dynamically provisioned I/O environment

Intel’s latest and upcoming PCIe Gigabit Ethernet adapters will support PCI-SIG SR-IOV functionality. Support must also be integrated into operating systems by the different VMM vendors in order to achieve the benefits of the technology.

To find out more about Intel® Server Adapters go to [www.intel.com/network](http://www.intel.com/network) and [www.intel.com/go/vtc](http://www.intel.com/go/vtc).