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Scope
This article describes dynamic loading of shared library objects to build Intel® Software Guard Extensions (Intel® SGX applications in Linux. The applications need to make use of dynamic loading to avoid runtime load errors. 
Intel SGX application basics
Intel SGX application development requires dividing the application into two logical components:
· Trusted component — The code that accesses the secret resides here. This component is also called an enclave. More than one enclave can exist in an application. 
· Untrusted component — The rest of the application including all its modules.
An enclave is a protected area in the application’s address space, which provides confidentiality and integrity even in the presence of privileged malware. Attempted accesses to the enclave memory area from a software not resident in the enclave are prevented even from privileged software’s such as virtual machine monitors, BIOS, or operating systems. It provides a protected place for code and data in application. Intel provides some special hardware instruction to create and support enclave. Intel SGX enclave memory is protected even from privileged software. For more information on Intel SGX technology, refer to link provided in 1.
Dynamic Loading requirement
Most Linux applications use dynamic linking, but this presents a problem for Intel SGX: if the required Intel SGX Platform Software (PSW) libraries are not present or not installed, the application will encounter runtime load errors that prevent it from executing. With the dynamic loading technique, symbols are loaded and unloaded at run time, allowing applications to take actions based on whether or not required libraries are present rather than be completely blocked from executing at all. 
 Dynamic Linking vs Dynamic loading when PSW not present 
Figure 1 shows error messages when a dynamically-linked Intel SGX Application is run. In this case, application is unable to link the required libraries. 
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Figure 1: Dynamic Linking error screen shot
Figure 2 shows the messages when dynamically loaded SGX Applications is run. In this case, application exits gracefully with appropriate message. 
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Figure 2: Dynamic Loading error screen shot

In this scenario, we use the dl* family of library calls to dynamically load the required symbols at run time. Here we open the shared object using dlopen and use dlsym for resolving the required symbol. If the PSW is not present, we just exit the application gracefully. Otherwise execution continues in the Intel SGX enabled path.
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Figure 3: Dlopen usage screen shot
Dynamic Loading Vs Dynamic Linking
Dynamic Loading: Dynamic loading refers to mapping an executable or library into a process's memory after is has started. Dynamic loading occurs when you call dlopen and dlsym, or their equivalent on other operating systems. The object file is loaded dynamically, and under the program’s control.
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Int main()
{
Void *handle;
dlopen(“mylib.so”, RTLD_LAZY);
void (*f)() = dlsym(handle, “Myfun1);
f(); 
dlclose();
}





 dlerror


Ld-linux.so




Figure 4: Dynamic Loading

Dynamic Linking: Dynamic linking refers to resolving symbols — associating their names with addresses or offsets — after compile time. During dynamic linking, symbols both in the calling program and in the library are resolved based on the process's possibly-unique memory layout at that time.
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Figure 5: Dynamic Linking
Technique’s for Dynamic Loading 
In C, there is an API for opening a library, looking up symbols, handling errors, and closing the library. C users will need to include the header file <dlfcn.h> to use this API.
There are API’s which facilitates the dynamic loading functionality. A few of the relevant one’s are as follows:
Dlopen:
The dlopen() function opens a library and prepares it for use. In C its prototype is:
void * dlopen(const char *filename, int flag);
In dlopen(), the value of flag must be either RTLD_LAZY, which means “resolve undefined symbols as code from the dynamic library is executed'', or RTLD_NOW, which means  “resolve all undefined symbols before dlopen() returns and fail if this cannot be done''. If the libraries depend on each other (e.g., X depends on Y), then you need to load the dependencies first (in this example, load Y first, and then X).
Dlsym:
The main routine for using a DL library is dlsym(3), which looks up the value of a symbol in a given (opened) library. This function is defined as: 
 void * dlsym(void *handle, char *symbol); 

The handle is the value returned from dlopen, and symbol is a NIL-terminated string

dlclose:
The converse of dlopen() is dlclose(), which closes a DL library. The dl library maintains link counts for dynamic file handles, so a dynamic library is not actually deallocated until dlclose has been called on it as many times as dlopen has succeeded on it.

Stub functions and dynamic loading problem
While using dlibrary calls for implementing dynamic loading, we ran in to issue of ‘undefined references’ error with below signature:
/opt/intel/sgxsdk/SampleCode/SampleEnclave/App/Enclave_u.c:36: undefined reference to `sgx_ecall'
collect2: error: ld returned 1 exit status
Makefile:210: recipe for target 'app' failed
make: *** [app] Error 1
sgx_ecall is part of generated untrusted code and while compiling and linking, sgx_ecall symbol was not resolved, hence undefined reference error is thrown. To overcome this kind of undefined reference errors, we are using stub functions that act as placeholders for the actual functions. 
In the above case, we define stub functions for the core SGX functions which are referenced by the application. Sgx_stub.c contains the stub definitions wherein we dynamically resolve the requested symbol using dlsym dlibrary call. 
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Figure 6: Illustrating an SGX stub call
Summary
We have covered the technique of dynamic loading of shared objects to build SGX Applications in Linux. SGX Applications require untrusted libraries at runtime, but sometimes the Intel SGX PSW may not be installed on the system. Dynamic loading helps this situation by resolving symbols at runtime. The applications that require SGX can then exit gracefully if required libraries are not present in the system.
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shiva@shiva-ThinkPad-Yoga-260: /opt/intel/sgxsdk/SampleCode/SanpleEnclave-org$ ./app
./app: error while loading shared libraries: libsgx_urts.so: cannot open shared object file: No such file or directory
shivagshiva-ThinkPad-Yoga-260: /opt/intel/sgxsdk/sampleCode/SampleEnclave-org$
shiva@shiva-ThinkPad-Yoga-260: /opt/intel/saxsdk/SampleCode/SanpleEnclave-orgs
shiva@shiva-ThinkPad-Yoga-260: /opt/intel/sgxsdk/SanpleCode/SanpleEnclave-org$ sudo make clean

chiva@shiva-ThinkPad-Yoga-26 sdk/SampleCode/SampleEnclave-org$ sudo make
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The required memory is 39895048.

succeed.

SIGN => enclave.signed.so

the project has been built in debug hardware mode.

hiva@shiva-ThinkPad-Yoga-260: /opt/intel/sgxsdk/SanpleCode/SampleEnclaves ./app
ilopen: uae_service not available

PSW Not installed
shivagshiva-ThinkPad-Yoga- 26!

opt/intel/sgxsdk/sampleCode/SanpleEnclaves
shiva@shiva-ThinkPad-Yoga-260: /opt/intel/saxsdk/SampleCode/SanpleEnclaves

shiva@shiva-ThinkPad-Yoga-260: /opt/intel/sgxsdk/sampleCode/SanpleEnclaves
chiva@<hiva-ThinkPad-Yoaa-260: /ont/intel /cax<dk /<SampleCode/SampleFnclaves
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handle_uae_service = dlopen("libsgx_uae_service.so” , RTLD_NOW);
if (thandle_uae_service) {

printf("dlopen: uae service not available\n");

goto err;

¥

handle_urts = dlopen("libsgx_urts.so", RTLD_NOW);
if (thandle_urts) {
printf("dlopen: sgx_urts.so not avaialble\n");
dlclose(handle_uae_service);
goto err;
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sgx_status_t sgx_ecall(const sgx_enclave_id_t enclave_id, const int proc, const void *ocall_table, void *ms)
{

sgx_status_t status;

printf("Inside stub sgx_ecall\n");

*(void **)(amy_fun3) = disym(handle, "sgx_ecall’);

Btatus = (*my_fun3)(enclave_id, proc, ocall_table, ms);

return statu:





image5.png
&

| Y




image6.png




image60.png
&

| Y




image7.png




