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1 Introduction

The Intel® Ethernet Converged Network Adapter and Intel® Ethernet Server Adapter family
of adapters introduced numerous industry-leading features that are helping data center
administrators implement innovative solutions for difficult and challenging connectivity
problems. 1/0 Virtualization is one of the fastest growing usage models within the data
center.

1.1 Deploying IO Virtualization in Microsoft
Windows Server 2012 Hyper-V

Many of the 10Gb Converged Network Adapters and 1Gb Server Adapters that are based on Intel®
Ethernet Controllers include Intel® Virtualization Technology for Connectivity (Intel® VT-c) which is a
collection of 1/0 virtualization technologies that enables lower CPU utilization, reduced system latency,
and improved networking throughput. Intel® VT-c is one of the key component technologies of Intel®
Virtualization Technology that have been included as part of the Microsoft Windows Server 2012 Hyper-V.

Virtual Machine Device Queues (VMDQ) provides hardware assists to the hypervisor that improves
traffic management within the server by offloading traffic sorting and routing from the hypervisor’'s virtual
switch to the Intel® Ethernet Controller. Working in conjunction with Microsoft Virtual Machine Queues*,
VMDq enables traffic steering and balanced bandwidth allocation across the Intel Ethernet Controller’s
multiple hardware queues.

PCI-SIG Single Root I/0 Virtualization and Sharing (SR-10V) support allows multiple virtual
machines to bypass the hypervisor networking stack and talk directly to unique resources on Intel®
Ethernet Converged Network Adapters. The PCI-SIG SR-I0V standard offers an advanced, nonproprietary
approach to providing 1/0 resources directly to virtual machines that helps significantly reduce latency,
reduce CPU utilization and increase throughput.

1.1.1 SR-IOV Overview in Microsoft Windows
Server 2012 Hyper-V

The single root 1/0 virtualization (SR-10V) interface is an extension to the PCI Express (PCle)
specification. SR-10V allows a network adapter to separate access to its resources among various PCle
hardware functions. These functions consist of the following types:

. A PCle Physical Function (PF). This function is the primary function of the device and
advertises the device's SR-10V capabilities. The PF is associated with the Hyper-V parent
partition in a virtualized environment.

. One or more PCle Virtual Functions (VFs). A VF is a lightweight PCle function on a network
adapter that supports the SR-I0OV interface. The VF is associated with the PCle Physical
Function (PF) on the network adapter, and represents a virtualized instance of the network
adapter. Each VF has its own PCI Configuration space. Each VF also shares one or more
physical resources on the network adapter, such as an external network port, with the PF
and other VFs. Each VF is associated with a Hyper-V child partition in a virtualized
environment.
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1.1.2 Virtual Function Overview

A VF is not a full-fledged PCle device. However, it provides a basic mechanism for directly transferring
data between a Hyper-V child partition and the underlying SR-IOV network adapter. Software resources
associated for data transfer are directly available to the VF and are isolated from use by the other VFs or
the PF. However, the configuration of most of these resources is performed by the PF miniport driver that
runs in the management operating system of the Hyper-V parent partition.

A VF is exposed as a virtual network adapter (VF network adapter) in the guest operating system that
runs in a Hyper-V child partition. After the VF is associated with a virtual port (VPort) on the NIC switch
of the SR-IOV network adapter, the virtual PCI (VPCI) driver that runs in the VM exposes the VF network
adapter. Once exposed, the PnP manager in the guest operating system loads the VF miniport driver.

Each PF and VF is assigned a unique PCI Express Requester ID (RID) that allows an I/0 memory
management unit (IOMMU) to differentiate between different traffic streams and apply memory and
interrupt translations between the PF and VFs. This allows traffic streams to be delivered directly to the
appropriate Hyper-V parent or child partition. As a result, non-privileged data traffic flows from the PF to
VF without affecting other VFs.

SR-I0V enables network traffic to bypass the software switch layer of the Hyper-V virtualization stack.
Because the VF is assigned to a child partition, the network traffic flows directly between the VF and child
partition. As a result, the 1/0 overhead in the software emulation layer is diminished and achieves
network performance that is nearly the same performance as in non-virtualized environments.

1.1.3 Live Migration & SR-IOV

In Windows Server 2012, Live Migration can be performed with SR-IOV being used by a VM. If the source
and target systems support SR-10V and the target has an available VF, the VM will use the virtual
function. If not, the VM will revert to the traditional path (VM-Bus).

Each SR-10V capable network adapter exposes a fixed number of Virtual Functions, which can be
obtained by running the PowerShell command “Get-NetAdapterSriov”.

Each PF and VF is assigned a unique PCI Express Requester ID (RID) that allows an 1/0
memory management unit (IOMMU) to differentiate between different traffic streams and
apply memory and interrupt translations between the PF and VFs. This allows traffic streams
to be delivered directly to the appropriate Hyper-V parent or child partition. As a result,
non-privileged data traffic flows from the PF to VF without affecting other VFs.

SR-10V enables network traffic to bypass the software switch layer of the Hyper-V
virtualization stack. Because the VF is assigned to a child partition, the network traffic flows
directly between the VF and child partition. As a result, the 1/0 overhead in the software
emulation layer is diminished and achieves network performance that is nearly the same
performance as in non-virtualized environments.
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1.2 Live Migration & SR-IOV

In Windows Server 2012, Live Migration can be performed with SR-10V being used by a VM.
If the source and target systems support SR-10V and the target has an available VF, the VM
will use the virtual function. If not, the VM will revert to the traditional path (VM-Bus).

Each SR-10V capable network adapter exposes a fixed number of Virtual Functions, which
can be obtained by running the PowerShell command “Get-NetAdapterSriov”.

The document shows how to make use of VFs using Windows Server 2012, which is included
in the Windows Server 2012 distribution.

1.3 Hardware Requirements

e The following list shows appropriate components

Intel® Ethernet Controller X540 Family

Intel® 82599 10 Gigabit Ethernet Controller Family
Inte'® Ethernet Controller 1350 Family

Intel® 82576 Gigabit Ethernet Controller

Intel® Ethernet Converged Network Adapter X540 Family
Intel® Ethernet Converged Network Adapter X520 Family
Intel® Ethernet Server Adapter 1350 Family
Intel® Gigabit ET/EF Server Adapter Family

e A server platform that supports Intel® Virtualization Technology for Directed 1/0 (Intel®
VT-d) and the PCI-SIG* Single Root I/0 Virtualization (SR-10V)

e A server platform with an available PCI Express* v2.0 eight-lane, 5.0 GT/s (Gen2) PCI
slot (PCI Express v2.0 and v1.0 lane requirements for 2 port 10Gb and 4 port 1Gb)

1.4 Software Requirements

e Windows Server 2012* Build 8370

2 Installation and Configuration

e Install the Intel® Converged Network Server Adapter X520 in an available
PCIl-Express v2.0 x8 slot. (Ensure that the x8 slot is electrically connected
as a x8, some slots are physically x8 but electrically support only x4.
Verify this with your server manufacturer or system documentation.)

e Power up the server and enter the server’s BIOS setup making sure the
virtualization technology and Intel® VT-d features are enabled. The
screen shots below are examples of the options to change.
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Note: The location is BIOS-dependent.

System BIOS
System BIOS Settings + Processor Settings
Logical Processor @ Enabled 0 Disabled ‘F‘_
QP Speed Madrmurm data rate jl
|
|
Alternate RTID (Requestor Transaction I0) Setting e 7 Enabled @ Disabled
Yirtualization Technology @ Enabled 0 Disabled |
Adjacent Cache Line Prefetch @ Enabled ¢ Disabled
Hardware Prefetcher @ Enabled ) Dlisabled
|
DCU Streamer Prefetcher @ Enabled 0 Disabled 1
DCUIP Prefetcher @& Enabled 3 Disabled |
Execute Disable @ Enabled ) Disabled
Nurmber of Cores per Processor Al j
Processor 64-bit Support Yes
=
B
= Fach pracessor core supports up to twio lngical processars. YWhen this field is set to Enabled (the: ‘ J
o default), the BIOS repoarts al logical processors. When set to Disabled, the BIOS only reports one ‘
=l

Make sure Virtualization Technology is enabled.

System BIOS

System BIOS Settings « Integrated Devices

Integrated RAID Controller @ [Enabled ) Disabled

User Accessible USE Ports @ Al Ports On 3 Only Back Ports Cn O Al Ports Off
Internal USE Port @ On O Off

Integrated Metworlk Card 1  Enabled @ Disabled (OS)

0S Watchdog Timer O Enabled @ Disabled

VOAT DA Engine > Enabled @ Disabled

Ermbedded ‘ideo Contraler - ® Enatled 0 Disabled

SR-I0V Global Enable @ Enabled ¢ Disabled

Slot Disablermnsnt

“ This field enables or disables the integrated RAID controller.

Make sure SR-10V is enabled

¢ Install Windows Server 2012 on the server platform.
o Make sure all the drivers for the adapter have been installed during the
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Operation System installation.
e The Windows Server 2012 installation will require updates to be installed.

It will also require rebooting the system.
e Log in to the Server with Administrator privileges.

e Open the Device Manager and select the adapter interface you are using.
e Make sure SR-10V is enabled.

=1
File Action View Help
O EEEERL T

Device Manager

4 =i WIN-RMMOGI1ARQE

1> {8 Computer

b g Disk drives

p M Display adapters

3 l_J DVD/CD-ROM drives

b B Human Interface Devices

I L IDE ATA/ATAPI controllers

b &= Keyboards

p P Mice and other pointing devices

1 B Monitors

4 ¥ Network adapters
& Hyper-V Virtual Ethernet Adapter 22
=T Intel(R) Ethernet Server Adapter X520-2 3
&F Intel(R) Ethernet Server Adapter X520-2 #4
&¥ Microsoft Kernel Debug Network Adapter

p T Ports (COM &L LPT)

b = Print queues

3 D Processors

b <& Storage controllers

Intel(R) Ethernet Server Adapter X520-2 #4 Properties

Events | Resources | Power Management

General Advanced

The following properties are available for this network adapter. Click
the property you want to change on the left. and then select its value
on the right.

Froperty: Value
NDIS QOS ~ | Enabled
Packet Priority & VLAN
Prefered NUMA node
Recsive Buffers

Receive Side Scaling
RSS load balancing profile
Speed & Duplex

Starting RS5 CPU .
TCP Checksum Offload {IPv4) =
TCP Checlesum Offload {IPvE)

TCP Receive Segment Coalescing
Transmit Buffers

UDP Checksum Offioad (/Pv4) i

b (M System devices
> § Universal Serial Bus controllers

Enable the lovEnableOverride field in the Registry with a Key value of 1 by
performing the following:

1. Open regedit.exe and browse to the following location:
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows
NT\CurrentVersion\Virtualization

2. Insert a registry key of type DWORD (32-bit):

3. lovEnableOverride

4. Set the value of that key to 1.
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10

E Registry Edito (=10 N
File Edt View Favorites Help

OpendGLDrivers ~ 1| Hame

PeerDit b [Default)

Perfie ¥ C et WWHM...

Dats
(vabue nt set)
COO3FFOCOOFFFFCO

Ponts
Print
Profilelint
B Profileloader
PrefileNotfication

RemateReqistry REG_DWORD

3:'.:“" 7 MinimumMaca._. REG_ESNARY

Seckdit ] Minienum WP, REG_SE

P 2] S 1. REGST

Server ¥ ServicingVerion  REG_SZ 10

bl setup E ShutdownTime..  REG_DWORD (00000078 (1209

SoftwareProtectionPlaticem * Storelocation  REGST ProgramDiasta\MicrosoftiWindcwsiHy...
5 Versign REG ST
Td{vemEthernetCon_ | REG_DWORD CubOOB00 (1)

Tracing

ndowierverBackup
Winkagaon
Wikervice

WUDF

owiRuntime
WINSMibAger a
Wisp
i wiDam
»-Ji GDBC

Bunissacadhneliopinng
Computed HKEY_LOCAL MACHINE SOFTWARE Microsedt| Windews MNT\ CumrentVersson| Vimuahzation

The vmmes (Virtual Machine Management Service) is then restarted . Restart the
system or by using the net stop/start command from Powershell:

0 net stop vmms

0 net start vmms

Open the Hyper-V Virtual Switch Manager. Using the GUI, create a new virtual

switch from a supported Intel® Ethernet Converged Network Adapter X520, checking
the “Enable Single Root 1/0 Virtualization (SR-10V)” option.
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T — -
Virtual Switch Manager for WIN-RMMOGI1ARQ6 == 2! -

# Virtual Switches i Virtual Switch Properties
A MNew virtual network switch

A

= & stiov switch =
Intel(R) Ethernet Server Adap... sriov switch ‘ Al

iy Extensions
% Global Network Settings

e s N

Notes:

Connection type n:
What do you want to connect this virtual switch to?

@) External network:

|Inbe|[R) Ethernet Server Adapter ¥520-2 £4 w

Allow management operating system to share this network adapter

VLANID
[] Enable virtual LAM identification for management operating system

Remove

ﬂ SR-IOV can only be configured when the virtual switch is created. An external
wirtual switch with SR-I0V enabled cannot be converted to an internal or private
switch.

OK | ‘ Cancel | ‘ Apply |

Enable SR-10V in the Virtual Machine settings. If there are insufficient hardware
resources (due to non-SR-10V-capable hardware or lack of resources) or, if ‘Enable
SR-10V’ is not checked, the Virtual Machine will default to a synthetic network
adapter.

VMQ and SR-I10V capabilities are mutually exclusive on the same instance of a
Network Adapter. However, it is possible to have two instances of the same physical
network adapter in the same VM—one that is VMQ-enabled and one that is SR-10V-
enabled.

Intel® Ethernet and Configuring SR-IOV on Windows* Server 2012 11



EE Lhvmar A/

File Action View Settings for New Virtual Machine on WIN-RMMOGIT
e New Virtual Machine V] [ B
23 Hyper-V Manager A& Hardware ~ | Hardware —
B3 WIN-RMMOGI #1 add Hardware B
& B0s Specify networking tasks that can be offloaded to a physical netwark adapter. AR~
Boot from CO :
Poo! Virtual machine queue k
9 Memory
s Virtual machine queue (VMQ) requires a physical network adapter that supports ac...
S this feature.
2}
=0 P'”“E“:’mﬂ,“sp [] Enable virtual machine queue
ey an...
£ EE IDE Controller 0
s Hard Drive IPsec task offioading nag
Support from a physical network adapter and the guest operating system is
S B IDE Controller 1 required to offioad IPsec tasks,
@ Doboe When suffident hardware resources are not available, the security assodations
None are not offioaded and are handed in software by the guest operating system.
i 5Csl Controller i [¥] Enable TPsec task offioading
& 0 Hetwork Adapter e
test for SRIOV Select the maximum number of offioaded security assodations from & range of 1 to
Hardware Acceleration 4036. N
_ Advanced Features Maximum number: Offioaded SA =
Single-root 1/0 virtualization chine = |
Single-root 1/0 virtualization (SR-10V) requires spedific hardware. It also might
require drivers to be installed in the quest operating system.
When sufficient hardware resources are not availsble, network connectivity is
provided through the virtual switch.
[w] Enable SRIOV
v
on... |
ok | [ e ][ v v

e Start or create a virtual machine. If SR-10V has been correctly setup and supported
on your system, an Unknown device will appear in the Device Manager. This is most
likely the Virtual Function for your Intel® Ethernet Server Adapter.

File Action View Help

||z

[EC IR

12

b (@ Event Viewer
b @ Shared Folders
b ¥ Local Users and Groups|
b (%) Peformance
= Device Manager
4 3 Storage
b ¥ Windows Server Backug
1= Disk Management
I F Services and Applications

b &, Display adapters
b DVD/CD-ROM drives
b 3 Floppy disk drives
b =5 Floppy drive controllers
b -3 Human Interface Devices
b @ IDE ATAJATAPI controllers
b= Keyboards
b1 Mice and other pointing devices
1 B& Monitors
4-&¥ Network adapters
¥ Microsoft Hyper-V Metwork Adapter
F Microsoft Kernel Debug Metwork Adapter
er devices

[l Network Controller|

b 75 Ports (COM&LPT)
|- Print queues

1 [ Processors

b -G Storage controllers
-8 System devices

&5 Computer Management (Loca|| 2 WIN-DTATALTVRSE Actions
4 [} System Tools b -8 Computer S ™~
b (2) Task Scheduler b Disk drives Blewice Magages
More Actions »

Obtain the drivers from the Windows Update site. Otherwise, download the drivers
from a trusted source and install them via Plug and Play.
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File Action View Help
O YEIEIEN IEEEE T

4 [} System Tools
b (2 Task Scheduler
b & Event Viewer
b 3 Shared Folders
b &8 Local Users and Grouy
b &) Performance
2 Device Manager
4 25 Storage
b Windows Server Back
= Disk Management
P T Services and Applicationg

A Computer Management (Local | .2 WIN-DTA7ALTVRSS

18 Computer
b - Diske drives

R Display adapters

Windows has successfully updated your driver software
Windows has finished installing the driver software for this device:

Bgi  Intel(R) 62599 Virtual Function
<.

 Devic

More Actions

This is the Virtual Function driver that provides the enablement of SR-10V. This
provides the virtual machines with direct access to dedicated resources in the

Ethernet controller.

File Action View Help

B EIE =Y

& Computer Management (Local | 4 =4 WIN-DTATALTVRIS

4 i} System Tools
p (5 Task Scheduler
b @ Event Viewer
b 4 Shared Folders
b &% Local Users and Groups
p (%) Performance
= Device Manager
4 3 Storage
b W Windows Server Backug
= Disk Management
b s Services and Applications

b 7% Computer

b = Disk drives

b B Display adapters

b <4 DVD/CD-ROM drives

b 3 Floppy disk drives

b = Floppy drive controllers

b 5 Human Interface Devices

b g IDE ATA/ATAPI controllers

b4 Keyboards

b - Mice and other pointing devices

» B8 Menitors

4 % Network adapters

i Ja intel(R) 82599 Virtual Function|

¥ Microsoft Hyper-V Network Adapter
«

¥ Microsoft Kemel Debug Network Adapter

b 3 Ports (COM & LPT)
b 4= Print queues

» [ Processors

p &3 Storage controllers
5 {8 System devices

More Actions

The Virtual Function is configured for DHCP but you can assign a static IP address if needed.

The VF is then ready to communicate
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3 Summary

With Intel Ethernet Converged Network Adapters and the Microsoft Windows Server 2012
with Hyper-V applications running in Virtual Machines, the system can benefit from the low
latency provided by SR-10V. In addition, virtualized network appliances used for security,
load balancing, and other functions are prime candidates for the SR-10V approach.

A Customer Support

Intel® Customer Support Services offers a broad selection of programs, including phone
support and warranty service. For more information, contact us at:

http://www.intel.com/support/go/network/adapter/home.htm

(Service and availability may vary by country.)

5 Product Information

To speak to a customer service representative regarding Intel products, please call
1-800-538-3373 (U.S. and Canada) or visit

http://www.support.intel.com/support/go/network/contact.htm

for the telephone number in your area.
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