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Legal Lines and Disclaimers

\

INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL PRODUCTS. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR 
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. EXCEPT AS PROVIDED IN INTEL'S TERMS AND CONDITIONS 
OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING 
TO SALE AND/OR USE OF INTEL PRODUCTS INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, 
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

A "Mission Critical Application" is any application in which failure of the Intel Product could result, directly or indirectly, in personal injury or death. 
SHOULD YOU PURCHASE OR USE INTEL'S PRODUCTS FOR ANY SUCH MISSION CRITICAL APPLICATION, YOU SHALL INDEMNIFY AND HOLD INTEL AND 
ITS SUBSIDIARIES, SUBCONTRACTORS AND AFFILIATES, AND THE DIRECTORS, OFFICERS, AND EMPLOYEES OF EACH, HARMLESS AGAINST ALL 
CLAIMS COSTS, DAMAGES, AND EXPENSES AND REASONABLE ATTORNEYS' FEES ARISING OUT OF, DIRECTLY OR INDIRECTLY, ANY CLAIM OF PRODUCT 
LIABILITY, PERSONAL INJURY, OR DEATH ARISING IN ANY WAY OUT OF SUCH MISSION CRITICAL APPLICATION, WHETHER OR NOT INTEL OR ITS 
SUBCONTRACTOR WAS NEGLIGENT IN THE DESIGN, MANUFACTURE, OR WARNING OF THE INTEL PRODUCT OR ANY OF ITS PARTS.

Intel may make changes to specifications and product descriptions at any time, without notice. Designers must not rely on the absence or characteristics 
of any features or instructions marked "reserved" or "undefined". Intel reserves these for future definition and shall have no responsibility whatsoever 
for conflicts or incompatibilities arising from future changes to them. The information here is subject to change without notice. Do not finalize a design 
with this information.

The products described in this document may contain design defects or errors known as errata which may cause the product to deviate from published 
specifications. Current characterized errata are available on request.

Contact your local Intel sales office or your distributor to obtain the latest specifications and before placing your product order.

Intel and the Intel logo are trademarks of Intel Corporation in the U.S. and/or other countries.

*Other names and brands may be claimed as the property of others.

Copyright © 2012, Intel Corporation. All Rights Reserved.
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FAQs—Intel® DDIO

Q1: What is Intel® Data Direct I/O?

A1: Intel® Data Direct I/O (Intel® DDIO) is a feature to be introduced on the Intel® 
E5 Xeon® processors. Intel's LAN Access Division (LAD) worked for the 
incorporation of Intel DDIO into the Xeon E5 processor because of its benefits for 
LAN I/O in terms of performance and system power consumption. With Intel 
DDIO, Intel's Ethernet server NICs and controllers talk directly to the processor 
cache without a detour via system memory. Intel DDIO makes the processor 
cache the primary destination and source of I/O data rather than main memory. 
By avoiding system memory, Intel DDIO reduces latency, increases system I/O 
bandwidth, and reduces power consumption due to memory reads and writes.

Q2: How does Intel DDIO relate to Intel Integrated I/O and PCI Express* 3.0?

A2: Integrated I/O is the new Intel Xeon processor E5 I/O architecture in which the 
PCI Express interface is integrated onto the processor itself rather than an I/O 
hub or south bridge. The Intel Xeon processor E5 Integrated I/O implements the 
PCI Express 3.0 specification and also incorporates Intel DDIO.

Q3: What applications benefit from Intel DDIO?

A3: Applications that reach, or nearly reach, the I/O bandwidth, as is common in 
telecomm, can have a 2x or more increase with Intel Xeon processor E5-based 
servers over the previous Intel Xeon processor 5600-based architecture because 
memory bandwidth is now no longer a constraint. With more common data center 
applications that do not reach the I/O bandwidth, the performance benefit will be 
relatively minor in general, but they will see a power consumption savings of up 
to seven watts per two-port NIC. Applications that are sensitive to latency, such 
as UDP-based financial trading, will see a reduction in latency on the order of 
~10-15% due to Intel DDIO. In the lab, we've increased the I/O data rates to find 
the absolute limits of the Intel Xeon E5 platform and achieved I/O data rates of 
250 Gbps, which is three times the maximum ever seen with the previous 
generation Intel Xeon processor 5600 servers. The previous generation is limited 
when the memory bandwidth maximum is reached. But with Intel DDIO, much of 
that memory activity is eliminated, removing the bottleneck and using the full 
capabilities of the Intel Xeon processors, resulting in dramatic improvement in the 
capabilities of the Intel Xeon processor E5-based platforms in managing I/O. With 
Intel DDIO, your Intel Xeon processor E5 server or workstation has the bandwidth 
headroom to handle even the most extreme I/O loads.

Q4: What do I need to do to enable Intel DDIO?

A4: Intel DDIO is enabled by default in all Intel Xeon processor E5-based servers. 

Q5: What enabling is required in the IHV ecosystem to take advantage of Intel DDIO?

A5: All IHV adapters will benefit from Intel DDIO, though Intel's Ethernet NICs and 
controllers, with their stateless architecture, will benefit most from this system 
improvement. No hardware needs to change in any adapter or server platform. 
And Intel DDIO is invisible to software: no driver, firmware, application, or system 
software changes are required to get the benefits of Intel DDIO. 

Q6: In the Intel Xeon processor E5-based servers architecture, I/O can be "local" 
when a NIC is attached to the processor using its I/O or "remote" when the I/O 
has to travel over a QPI link to connect with the processor using it. Does Intel 
DDIO work on both local and remote sockets? 
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A6: With Intel Xeon processor E5-based servers, Intel DDIO accelerates only the local 
socket. Overall system I/O performance will improve, but not every thread will 
see the benefit. Remote socket acceleration will be implemented in a future 
processor. Applications with critical I/O performance requirements can be pinned 
to local sockets. 

Q7: Do Intel NICs and Ethernet controllers perform better than the competition with 
Intel DDIO?

A7: Intel's high-speed stateless architecture with intelligent offloads takes advantage 
of host-based processing whenever that makes sense. Intel has designed 
Ethernet controllers to take advantage of Intel DDIO. Intel DDIO accelerates the 
interaction between host and adapters, so, yes, Intel's Ethernet does take more 
advantage of Intel DDIO and thus performs better.

Q8: Above you’ve said that no driver changes are required for an adapter to take 
advantage of Intel DDIO. Though not "required," can drivers be tuned for better 
Intel DDIO performance?

A8: While Intel DDIO is enabled by default and does not require enabling, getting the 
maximum benefit from Intel DDIO can be obtained by software tuning, depending 
on the implementation. We have no further comment on software tuning at this 
time. 

Q9: I understand that Intel DDIO data only gets written to main memory when it's 
evicted from the cache. But doesn't all data eventually get evicted from the 
cache? And if so, doesn't Intel DDIO just defer memory accesses?

A9: Consider a L2 forwarding example. The buffers are kept small and well-controlled 
so no pressure is put on the cache. This was the only app running. Think of a CPU 
writing and rewriting the same memory location with new calculations. That 
location will always have the most recent copy. With Intel DDIO for output/
egress, the CPU is simply rewriting the same locations in the L3 cache output 
buffer for L2 forwarding. The cache is always current, hence coherency is 
maintained and nothing need ever get written back to memory. The same holds 
true for input/ingress. The most recent data will be in the input L3 cache buffer. 
When I/O input overwrites a location, it is doing so with the most recent data. 
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