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Evolution to Open Source Data Management with Intelﬂtenter
Scale-out Storage & Processing
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Apache Hadoop Evolution
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Hadoop: What will it take to cross The Chasm?

f’

relative %
customers

Innovators Early
adopters,

visionaries

Early
majority,

technology
enthusiasts

The CHASM %

pragmatists

« Orgs looking for use cases & ref arch
« Ecosystem evolving to create a pull market
« Enterprises endure 1-3 year adoption cycle
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Source: Geoffrey Moore - Crossing the Chasm



Enterprise Big Data FIOWS Intelﬂtenter
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Capture Big Data Process Exchange
Collect data from all Transform, refine, Interoperate and share
sources structured & aggregate, analyze, data with

unstructured report applications/analytics
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What changes from POC to large clusters?

5-100 nodes 4000 node
“Small cluster” “"Hadoop at Scale”

Cluster Size
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« Staff & consultants are dominant « Hardware + Power + Hosting are
costs dominant costs

» Redundant networks, hardware * Hardware Optimization
reliability features save human * Failures are inevitable, Hadoop software
capital & support handles this

* Need to focus on simplicity « Hadoop operations expertise
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optimizing Hadoop Dep|0yments Intelﬂtenter
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Talk to an Expert: Question & Answer '"te'ﬂw'“*f

Today’s Experts:
 Eric Baldeschwieler, CTO, Hortonworks - @JERIC14
 Avik Dey, Director, Hadoop Services, Intel - @AvikonHadoop

Submit your questions:

« Ask questions at anytime by pressing the Question tab at the top
of the player.

Download today’s content:
« Located under the attachment tab at the top of the player

More information:
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« www.intel.com/bigdata Hg-“tg:l‘:ums



http://www.intel.com/bigdata
http://www.intel.com/datacenter




