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Introduction

1 Introduction

This document explains how to use OpenOCD with Eclipse* or GDB* for source level
debugging of the Linux* kernel running on the Intel® Quark™ SoC X1000.

You may see references in the code to product codenames:

e Intel® Quark™ SoC X1000 (formerly codenamed Clanton)

e Intel® Quark™ Core (codenamed Lakemont Core)

Note: This document is not a complete guide to source level debugging. It is focused on
debugging the Linux kernel on the Intel® Quark™ SoC X1000 at source level using
OpenOCD with GDB or Eclipse.

1.1 Terminology

Table 1. Terminology

Term

Description

Eclipse

An integrated development environment (IDE) comprising a base
workspace and an extensible plug-in system for customizing the
environment.

GDB

GNU* Debugger is the standard debugger for the GNU operating
system.

GNU*/Linux*

Linux is the kernel, one of the essential major components of the
system. The system as a whole is basically the GNU system, with
Linux added. See article here:
https://www.gnu.org/gnu/linux-and-gnu.html

JTAG

Joint Test Action Group (JTAG) is the common name for the IEEE
1149.1 Standard Test Access Port and Boundary-Scan Architecture.
Debuggers communicate on chips with JTAG to perform operations
like single stepping and breakpointing.

OpenOCD

Free and Open On-Chip Debugger.

May 2014
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1.2 References

Table 2. References

Title / Location Doc ID

Source Level Debug using OpenOCD/GDB/Eclipse on Intel® Quark™ SoC
X1000 330015

o (this document)
https://communities.intel.com/docs/DOC-22203

Intel® Quark™ SoC X1000 Debug Operations User Guide

. 329866
https://communities.intel.com/docs/DOC-22082
Intel® Quark™ SoC X1000 Datasheet

. 329676
https://communities.intel.com/docs/DOC-21828
OpenOCD User Guide N/A
http://openocd.sourceforge.net/doc/html/
GDB* documentation

N/A

http://www.gnu.org/software/gdb/documentation/

Other useful documents about the Intel® Quark™ SoC X1000 and the Intel® Galileo
board may be found at:

https://communities.intel.com/community/makers/documentation
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2.1

May 2014

Order Number:

Refer to the Intel® Quark™ SoC X1000 Board Support Package (BSP) Build Guide
before attempting the steps outlined in this document.

Required software:

e  GNU*/Linux* host system

e OpenOCD

e GDB

e Eclipse (Indigo tested) with CDT Plugin Installed (Main + Optional Features)
e Quark Kernel compiled with debug symbols

e Git

Required hardware:

e OpenOCD supported JTAG debugger.
For a complete set of supporting documentation, please visit the website for your
specific JTAG hardware. Intel has tested the board with the following JTAG
debuggers:
— TinCanTools* FLYSWATTER2
http://www.tincantools.com/wiki/Compiling_OpenOCD

—  Olimex* ARM-USB-OCD-H
https://www.olimex.com/Products/ARM/JTAG/ARM-USB-OCD-H/

The following pin adapter was used to connect the JTAG debugger to the Quark board:
https://www.olimex.com/Products/ARM/JTAG/ARM-JTAG-20-10/

Supported Operating Systems

The steps in this document have been validated against an Ubuntu 12.04 LTS 64 bit
setup, but should work on any recent GNU/Linux distribution with minor adaptations.

Pre-built binaries of OpenOCD for Windows* are available for download. See Section 5
for details. Intel has successfully used OpenOCD commands with Windows but has not
tested gdb/Eclipse on top of the binaries.

Intel has not fully validated OpenOCD on OS X*, however, simple tests have been
successful. See Section 6 for details.

Source Level Debug on Intel® Quark SoC X1000
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-l n te|® > Setting up Hardware

3 Setting up Hardware

The figure below shows a recommended setup for debugging.
Host System running OpenOCD, GDB, and Eclipse

USB 2.0 male-male A-B cable

Flyswatter 2

ARM-JTAG-20-10 Adapter

JTAG Port

Intel® Galileo Board

Serial Cable to view boot process

Power Supply

PN O RMBDNE

Figure 1. Debugging Setup

3 = Flyswatter:
http://www.tincantools.com/JTAG/
Flyswatter2.html

4 = JTAG Adapter:
~ https://www.olimex.com/Produc
 ts/ARM/JTAG/ARM-JTAG-20-10/

Note: Flyswatter2 and many JTAG adapters support JTAG and Serial concurrently. If you
source a serial cable that connects (7) to (3) as shown above, then you will have JTAG
and Serial console data arriving at your host system (1) via USB (2).
For example, this cable has been used: http://www.sfcable.com/D935-06.html

Source Level Debug on Intel® Quark SoC X1000
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OpenOCD Setup — Linux Host

4.1
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Patching and building OpenOCD

To enable Quark support, you must obtain the OpenOCD source code and then build
it. Follow the steps in this section.

Dependencies:
e git
e libtool

e automake

In addition, to use a JTAG pod with an FTDI/FT2232 chip (like the Flyswatter2) you
must install the related USB development library, using a command like:

$ sudo apt-get install libusb-1.0-0-dev

Check out the OpenOCD source code, create a branch checking out the validated 0.8.0
version, using the following commands:

$ git clone git://git.code.sf.net/p/openocd/code openocd-code
$ cd openocd-code

$ git branch quark v0.8.0

$ git checkout quark

Configure and build OpenOCD:

$ ./bootstrap
$ ./configure --enable-ftdi
$ make

It is not strictly necessary to install OpenOCD every time it is rebuilt. The binary and
configuration files can be used from the build/source tree directly if desired. However,
it is recommended to perform this additional step the first time or when modifying
configuration files:

$ sudo make install

Source Level Debug on Intel® Quark SoC X1000
Application Note
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4.2 JTAG USB pod access

By default, non-root users won’t have access to the JTAG pods connected via USB.
You must grant write access to the proper /dev/bus/usb entry every time a device is
connected to be able to run OpenOCD using a non-root account.

The process can be automated by adding a udev rule. Simply create a text file in the
rules directory:

$ sudo vim /Zetc/udev/rules.d/99-openocd.rules

The IDs depend on the JTAG pod. For example, for the Flyswatter2 and the Olimex-
ARM-USB-0OCD-H, the rules file must have the following content:

SUBSYSTEM=="usb"*, ATTR{idVendor}=="0403", ATTR{idProduct}=="6010",

MODE=""0666""
SUBSYSTEM=="usb", ATTR{idVendor}==""15ba", ATTR{idProduct}=="002b",
MODE=""0666"

4.3 Kernel debug build - Galileo board example

To debug the kernel at source level (for example, using C language sources), you
must rebuild the kernel and enable the option to generate debugging information.
Next, the newly built kernel and modules have to be installed on the system.

This section describes how to build a debug-enabled kernel for the Galileo board.
An SD card is required for this process.

Dependencies:
e git

e texinfo

e gawk
e diffstat
e chrpath

Building the kernel and the system for the SPI flash is not covered in this example.

The following steps require fetching packages from the Internet. If the build fails
because missing information, check your proxy settings, git configuration, and try to
rerun the build. Also note that in this document, <version> is used as a placeholder
string for the BSP software version.

Steps:

1. Get the Quark Board Support Package (BSP) software as described in the BSP
Build Guide. Download the latest package
(Board_Support_Package_Sources_for_Intel_Quark_<version>.7z) and unpack
it. It contains several archives. You will use two of them in the steps below:

Source Level Debug on Intel® Quark SoC X1000
Application Note May 2014
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meta-clanton_<version>.tar.gz
quark_linux_<version>.tar.gz

2. Build image-full and create a bootable SD card

You can skip this step if you have already built the image-full and have set up
an SD card using the steps described in the Quark™ BSP Build Guide. In the steps
that follow, you must reference the toolchain that you built previously (that is, to
set the correct environment variables).

Create a working directory of your choice to build the BSP and go there:

cd /PATH/TO/MY_BSP_WORK_DIR

tar zxf meta-clanton_<version>.tar.gz
cd meta-clanton_<version>

./setup.sh -e meta-clanton-bsp

. poky/oe-init-build-env yocto_build
bitbake image-full

hHHRHRH

The step above can take as long as several hours, because all packages need to
be fetched from the internet and then built. If you have already downloaded all
the files previously (they will be stored in yocto_bui ld/downloads), you can
execute a build without doing sanity checks on the network to save time. Disable
sanity checks by adding this line in the yocto_build/conf/local .conf file:
CONNECTIVITY_CHECK_URIS = ™"

At the end of the build, a message similar to this will be displayed:

NOTE: Tasks Summary: Attempted 1209 tasks of which 269 didn"t need to
be rerun and all succeeded.

After the image build is completed successfully, you must copy the files below to
the root of the SD card to be able to boot the system on the Galileo board:

- image-full-clanton.ext3

- core-image-minimal-initramfs-clanton.cpio.gz
- grub.efi

- boot (directory)

The files can be found in:

/PATH/TO/MY_BSP_WORK_DIR/meta-clanton_<version>/yocto_build/tmp/deploy/images/

To make a fully bootable SD card, the kernel file itself (bzImage), must be copied
as well. The kernel file produced by the BSP build does not contain debug
information and cannot be used for source level debugging. The following steps
will create a proper kernel file.

3. Get the kernel

Open a new shell. (The shell used for the BSP build of the previous steps contains
changes to the environment which are no longer needed.)

Create a new directory of your choice to rebuild the kernel and go there:

$ cd /PATH/TO/MY_KERNEL_BUILD_DIR
$ tar zxf quark_linux_<version>.tar.gz
$ cd quark_linux_<version>

Source Level Debug on Intel® Quark SoC X1000
May 2014 Application Note
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OpenOCD Setup — Linux Host

Make sure you have git configured with a username and email (can be false
values), otherwise the command will fail. For details, use the command
man git-config.

$ locate git-config
$ PATH_TO/git-config —global user.name
$ PATH_TO/git-config —global user.email

Enter the following command to fetch the proper kernel version from the internet
and patch it with the appropriate Quark changes.
$ _/gitsetup.py

Specify the correct toolchain

Export binaries of the toolchain built in step 2 to your $PATH as follows:

export PATH=/PATH/TO/MY_BSP_WORK_DIR/meta-
clanton_<version>/yocto_build/tmp/sysroots/x86_64-1inux/usr/bin/i586-
poky-linux-uclibc:$PATH

Also, all make commands that deal with the kernel must be specified using the
proper architecture (ARCH) and crosscompiler (CROSS_COMPILE) switches as
described below.

Configure and build the kernel

Starting from the directory created in step 3 above, select the proper kernel
configuration and enable debug information generation.

cd /PATH/TO/MY_KERNEL_BUILD_DIR

cd quark_linux_<version>

cd work

cp meta/cfg/kernel-cache/bsp/quark/quark.cfg .config

ARCH=1386 CROSS_COMPILE=1586-poky-linux-uclibc- make menuconfig

LR R R

The kernel configuration screen is launched. Go to the General setup group and
find the Local version item. Edit it with the following content:

-yocto-standard

Go back to the initial menu by clicking <tab> and <ok> and go to the Kernel
hacking group. Scroll down the list and find Compile the kernel with debug
info, and enable it (when enabled, [*] will be shown). You can now optionally
choose any other desired kernel options, then exit and confirm saving the
configuration.

Create a file using:

$ touch .scmversion

Issue the command below to build the kernel:

$ ARCH=1386 CROSS_COMPILE=i1586-poky-linux-uclibc- make

If you have a multicore machine, add the -jN switch to the make command to
speed up the build.

If the build is successful, the message below is displayed:

Kernel: arch/x86/boot/bzlmage is ready (#1)

Source Level Debug on Intel® Quark SoC X1000
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This bzlImage file must be copied to the root of your SD card. Once copied, the
Galileo board fully boots Yocto Linux and the kernel can be debugged at source
level.

Modifying bootloader

To make debugging easier around the kernel idle function, it is recommended to add
the idle=poll parameter in the bootloader entry corresponding to the kernel that is
being debugged. The screenshot below shows a typical /boot/grub/grub.conf file,
which is found in the folder copied to the SD card.

title IVA 0.8.0 - idle poll full
root (hde,e)
kernel /bzImage root=/dev/ram@ console=ttyS1,115200n8

earlycon=uart8250,mmio32,0x8010f000,115200n8 reboot=efi,warm apic=debug rw LABEL=boot
debugshell=5 idle=poll
initrd fcore-image-minimal-initramfs.cpio.gz

If this modification is not added, you cannot assembly-step away or set hardware
breakpoint and watchpoints when sitting on a HLT instruction. However, software
breakpoints and high level source stepping using software breakpoints will work. In
addition, you can change the default boot to your configuration.

OpenOCD

The first step to enable source level debug is to connect your JTAG pod to the board
and run OpenOCD selecting the correct interface and board configuration files. The
example below uses a Flyswatter2 JTAG debugger.

openocd -T interface/ftdi/flyswatter2.cfg -f board/quark_x10xx_board.cfg

Terminal — o)

It is possible to use OpenOCD as a standalone tool for basic debugging. You can
connect to the OpenOCD session using telnet on port 4444 and issue commands (this

Source Level Debug on Intel® Quark SoC X1000
Application Note
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OpenOCD Setup — Linux Host

step is not required for source level debug). This can be seen in the following
screenshot.

Terminal 18

protected m

Enter help in the telnet console to return a list of available commands and their
description. For complete details, see the OpenOCD user guide here:

http://openocd.sourceforge.net/doc/html/

Even if you are in GDB, you can still run OpenOCD commands by prefixing the
command name with the GDB monitor command. For example, to halt the core CPU
from the GDB command line, issue the monitor halt command. To resume the core
CPU, issue the monitor resume command.

Source Level Debug on Intel® Quark SoC X1000

Application Note May 2014
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OpenOCD Setup — Windows
Host

5.1

Note:

May 2014

Patching and Building OpenOCD

You can find the updated sources in the git repository and the Source Forge download
area:

http://sourceforge.net/projects/openocd/files/openocd/0.8.0/

There are many online forums and discussions about building OpenOCD on Windows.
Pre-built binaries of OpenOCD for Windows can be found here:

http://www.freddiechopin.info/en/download/category/4-openocd

To install the FTx232 drivers for the Flyswatter2, follow the instructions in this file (in
the package): drivers\libusb-1.0 drivers.txt

It may appear that the drivers install correctly when the USB cable is inserted into the
PC, however, the file above still needs to be followed. One possible workaround is
shown below (used on Windows 7 and completed for both Interface 0 and 1).

El Zadig =G e

Device QOptions Help

[Flyswatterz (Interface 0) b ] [ Edit
Driver FTDIBUS (v2.10.0.0) WinUSE (v6.1.7600,16385) | More Information
WinUSB (ibush}
USBID 0403 6010 00 libusb-win32
. Replace Driver - libusbk,
wCID = X WinUSE (Microsoft

6 devices found.

After completing the steps in the drivers. txt file, the Flyswatter is listed in the
Universal Serial Bus devices in Device Manager as shown below.

Source Level Debug on Intel® Quark SoC X1000
Application Note
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. 477 Ports (COM & LPT)
5 15T Communications Port (COMI)
' =" Intel(R) Active Management Technology - SOL (COM4)
.5 Printer Port (LPT1)
YZT Standard Serial over Bluetooth link (COM31)
! ' P’ USE Serial Port (COM41)
D Processors
-l Security Devices
. -/ Sound, video and game controllers
> M System devices
p - ¥ Universal Serial Bus controllers
- W Universal Serial Bus devices
§ Flyswatter2 (Interface 0]

GNU/Linux is required for building the full BSP and kernel, however, using a pre-built
binary in combination with a gdb/Eclipse build for Windows allows you to complete the

debugging steps in this guide.
The screenshot below shows the binaries running on a Windows 7 64-bit system.

Il. wipenOCDvopenocd-B.8.8xbin—xb4ropenocd-x64-B. 8. 8. exe —Ff ..sscriptssinterfacesf
(tdivf lyswatter2.cfy —F . .“scripts hnnrﬂ guark x18xx_hoard.cfyg

Open On-Chip Debugger B.8.0 (2014-04-20-BE=42)

Licenzed wnder GHU GPL v2

|For bug repor
http sourceforge .netsdocsdoxygensbugs .html

Info = only o tnanspﬁnt option;fautoselect * jtag”’

Iadap*er speed: 4088 kH=
o nnly separate traf_pu'h_pull
clock speed 4008 kH=
JTAG tap: gquark x18xx.cltap tapsdevice found: BxBe6B1lB13 {(mfg: BxBAY. par
6B1. ver: BxA)
enahling core tap
Info = JIAG tap: gquark_x1M=x.cpu enabled

Intel has successfully used the OpenOCD commands with the Windows OS but has not
tested gdb/Eclipse on top of the binaries.

Please post any questions or issues in the Maker Community Support Forum:
https://communities.intel.com/community/makers

Source Level Debug on Intel® Quark SoC X1000
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§) OpenOCD Setup — OS X Host

6.1 Patching and Building OpenOCD

Using OpenOCD on OS X is the same as Linux except:
¢ The names of the devices are different.

e You must install http://www.macports.org/

You can get a prebuilt OpenOCD from macports or use the ported packages to
build a more recent version. Note that the openocd version 0.8 binaries that
include Quark support are not currently available on macports. Intel recommends
that you build from source.

Intel has not fully validated the OpenOCD commands or gdb/Eclipse on OS X, but
simple testing has been successful.

Source Level Debug on Intel® Quark SoC X1000
May 2014 Application Note
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Debugging

7.1

GDB

GDB documentation is available here:

http://www.gnu.org/software/gdb/documentation/

It is possible to perform source level debug using GDB by connecting to the OpenOCD
internal GDB server, which answers on port 3333 by default. OpenOCD must be
running as shown in the previous section.

Run GDB and connect to the OpenOCD internal GDB server. Load the debug info of a
debug compiled Quark Kernel vmlinux file.

For the kernel built in Section 4.3, the commands are:

$ gdb

(gdb) target remote localhost:3333

(gdb) monitor halt

(gdb) symbol-file
/PATH/TO/MY_KERNEL_BUILD_DIR/quark_linux_<version>/work /vmlinux

The screenshot below shows these steps in operation. After they are completed, the
board is ready to be source level debugged using GDB.

Source Level Debug on Intel® Quark SoC X1000
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Debugging

Terminal %
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Note: Even if you are in GDB, you can still run OpenOCD commands by prefixing the
command name with the GDB monitor command as shown in the screenshot. Use the
command monitor help to see if OpenOCD supports a particular command. For
example, monitor mdw phys allows the physical memory to be read.

Source Level Debug on Intel® Quark SoC X1000
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Debugging

Eclipse

It is also possible to perform source level debug using Eclipse with the C/C++ GDB
Hardware Debugger plug-in. The following configuration is required to enable source
level debugging of the board in the Eclipse environment.

Install the C/C++ GDB Hardware Debugging plug-in, if missing, using the standard
Install Software from the Eclipse Help menu.

Create a new project and switch to the C/C++ perspective. From the Run menu, open
the Debug Configurations dialog, and add a new launch configuration under GDB
hardware debugging, as shown below.

il = ¥ - 0 - Q- &S S 5 -
=

Create, manage, and run configurations

‘_‘*| = Configure launch settings from this dialog:

% New! - ;
FbNEW launch Conﬁguration] | - Press the 'New' button to create a configuration of the selected type.

— || 2| - Press the 'Duplicate' button to copy the selected configuration.
[€] c/jc++ Application | 2]

[€] cjc++ Attach to Appl
[E] cfc++ Postmortem C

X

- Press the 'Delete’ button to remove the selected configuration.

+

5 - Press the 'Filter' button to configure filtering options.

£

[€] CjC++ Remote Applic - Edit or view an existing configuration by selacting it.
Cif ¢jC++ Unit
@ Eclipse Application 3 Configure launch perspective settings from the 'Perspectives' preference page.

[¥] Fortran Local Applicat

~ @ GDE Hardware Debug

[©] New_corfiguration
[©] open_ocd_linux De:

[£] open_ocd_linux De
il Java Applet
[T Java Application
Ju JUnit
JU JUnit Plug-in Test
B Launch Group
[ Lua Attach to Applicat
v

( [ naom o ol E|_

Filter matched 30 of 33 items

@:‘ Close
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Set application to th

Create, manage, and run configurations

intel.

e debug symbol enabled vmlinux kernel file, as follows.

[€] c/jc++ Application
[€] c/C++ Attach to Applica
[€] c/c++ Postmortemn Deb
[c] C/C++ Remote Applicati
v [£] GDB Hardware Debuggir

Mew_configuration

= Launch Group

[

[ ® 3 - ﬂeme:[New_conﬁgurat\om
[type fiter text 7| |/ (& main

35 Debuggeﬂ [ Startup] % Sourcew =] gommon]
CJC++ Application:

[;home,fdebian,mvork)\tm\inuxo.5.0

l

[ wariables... HSearchPrOject...H Browse... l

Project:

[Iinux-kerneIB‘S.? H Browse... l

Build (if required) before launching

Build configuration: Use Active

[[] select configuration using 'C/C++ Application’

) Enable auto build @ Disable auto build

) Use workspace settings Configure Workspace Settings...

Filter matched 7 of 7 items

Using GDB (DSF) Hardware Debugging Launcher - Select other..,

| Apply | |

Rewvert

Enable Use remote target and set the host name and port number.

Create, manage, and run configurations

Deblg Configlrations

DB X B3

Name: [New_ccnﬁguratlon

[ty|:-e filter text

=

C/C++ Application
CfC++ Attach to Applica
JC++ Postmortern Deb

C/C++ Remote Applicati
- [£] GDB Hardware Debuggir

I Launch Group

Main [ %% Debugger

GDEB Setup

[ Startup} % Suurce] =] gommorﬂ

GDE Command:

[gdb

l [Browse..‘] [Varlab\es..‘

Remote Target

Use remote target

-~
-

JTAG Device: | Generic TCP/IP

]

Host name or IP address: |localhost
3333

[ Force thread list update on suspend

Port number:

[ )

Filter matched 7 of 7 items

Using GDB (DSF) Hardware Debugging Launcher - Select other... Apply:

Rewvert

May 2014
Order Number: 330015-003US
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Select Halt and add the commands: set remotetimeout 20 and monitor halt.

Debugging

Be sure that Reset and Delay and Load image are not selected, as shown in the

screenshot below.

| =

Debug Configurations

Create, manage, and run configurations

Source Level Debug on Intel® Quark SoC
Application Note

¥ X - hName: [New_conﬁgurat\on ]
[t;,-'\:»r— filter text "'] Main [ %5 Debugger | = Startup .~ Source} =] gcmmorﬂ )
[ c/c++ Application Anitialization Cormmand _
€] C/C++ Attach to Applica [ Reset and Delay (seconds): | = |
[€] c/c++ Postmortem Deb Halt
[E]C/CH++ Remote Applicati'|| | [set rerotetimeout 20
- [t] GDB Hardware Debuggir maonitor halt
B Launch Group -Load Image and Symbols
[] Load image
® Use j=ct binary home/debianfworkfvmlinux0.5.0
O Use file: [ | Workspace... || File System...
Image offset (hex): |
Load symbols
U ) Using GDB (DSF) Hardware Debugging Launcher - Select other... | Apply | |
Filter matched 7 of 7 items - = )L
Eclipse is now set up to perform source level debug on the board as shown below.
Note it is still necessary to first launch OpenOCD in a separate shell, as described in
Section 4.5.
X1000
May 2014
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Debiig -open oo n_I'i'rul:'.'al:'1|_|":Hn_!ki.<|rwl.'u:m‘r.u;s.( “Erlipse

Ble gdt gowce Pefactor Novgate Search Projct Run Window Lo
Ories w® iRREaep= @i i@ B-0-Q886 7 R v (@uc e | ol B+ | fnsg]
B Dabug B # ¥ S B bhVariable % Breskpo MIRegister 1t s Modules &Express Winterac © 0
@ [£] open_aed finux Default [GDB Hardware Debugging] 0] AT
= vl Hame value Deseription o]
v i Thread [11 (Suspended : Signal : 0:Signal 0} v it General registers mdmmmdm!
o et 1 ea | 1052732480 |
= cpu_idiel) ot process.c:¥54 ducl008c36 = eex lo
Erm_u!]a:man.z:m e 1203930 2 eche 4 |
f start_kemall) at main.c 543 Oee 143c05F =1 b 2
= 1306_start_kemell] ot headd2.:66 b l43c2d s | bec1fo0 | )
= )
M ob c4Q &
Tent t foll 8t fnfefir/dicke/clanton_dik urms/we kon | @processc . © B I Outine & Disassambly ° B
ocal_irq enable(); Enter location here G ] @ i
& | current_thread infoll->status |= T5 POLLING; s clooatse: RGN Vagp; MRk "
trace_powar_end_rewrdlelsmp_processor_1d(}); cloogdse:  and $0uffffen0n,hear
trace_cou_idle_rcuidle (PwH_EVENT_EXIT, sap_processor_id()]: =l m| current_thread_infol)->status |= TS_POLLING;
i} o CLO04E3:  orl B0, Oue[veax)
wifdef CONETG_APH_MOCULE o }
EXPORT_SYMaOL (default_1dla); B clovsesr:  pop webp
sendif cloosdss:  ret
a | 30 lecal_irq_enable();
“beal set_pm_idle_to_defaultiveid) g 100363 call Oucl0Bdeed <trace hardirgs on>
{ ! clogedst:  jep Oxcloogdsc <default_idlerzs>
bool ret = !tpm idle; cl00%471:  jep Qucl009480 <and ed00 idle»
- cl00%473:  nop
po rdle = default_idle; o cloogdra:  nop
cl0dTs:  mop
return ret; 1006 nop
S 007 nop |
- woid stop_this_cpulvoid *dusey] T ClO08aTE:  nop vl
@ | g— @
B Conseie o Tasks o Problemrs ) Executables () Memory KX = o @ 5_‘; % T=n
Manitors & X % [cl00985c :DCIOMSC <Heo T & New enderngs...

| Address

0-3 4-7 8.8 £-F

7.3 GDB and kernel modules

Debugging kernel modules requires additional steps. The load address of the module’s
different sections is chosen by the kernel at runtime and thus it is necessary to find
out this information and pass it over to GDB.

In this section, an example kernel module built “out-of-tree” (generating all output in
a separate directory) is used to show the debugging approach.

For additional information, see
https://www.kernel.org/doc/Documentation/kbuild/modules.txt

1. Create a new directory where the module files will be stored.
In this example, it is called simple_timer
$ mkdir simple_timer

Source Level Debug on Intel® Quark SoC X1000
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Debugging

In this directory, create a file named Makefile having the following content:
obj-m := simple_timer.o
ccflags-y = -g -00
KDIR := /opt/galileo/meta-
clanton_<version>/yocto_bui ld/tmp/work/clanton-poky- I inux-
uclibc/linux-yocto-clanton/3.8-r0/linux-clanton-standard-build
all:

$(MAKE) -C $(KDIR) M=$(PWD) modules
clean:

$(MAKE) -C $(KDIR) M=$(PWD) clean

Modify KDIR to point to the actual kernel build directory, as shown in Section 4.3
of this document.

Create the actual module and name the file simple_timer.c having this content:

#include <linux/kernel_h>
#include <linux/module.h>
#include <linux/timer.h>
#include <linux/jiffies._h>
MODULE_DESCRIPTION('Simple timer example module, ~1 call per second,
~1 log per minute.™);
MODULE_LICENSE("'GPL™);
static struct timer_list simple_timer;
static unsigned long times_called;
static void simple_timer_function(unsigned long ptr)
{
unsigned long minutes;
times_called++;
minutes = times_called 7/ 60;
if(times_called % 60 == 0)
printk(KERN_INFO "simple_timer: ~%ld minute(s) and counting\n",
minutes);
mod_timer(&simple_timer, jiffies + HZ);
}
static int __init simple_timer_init(void)
{
printk(KERN_INFO "simple_timer: loading - %d HZ\n", HZ);
times_called = 0;
init_timer(&simple_timer);
simple_timer.function = simple_timer_function;
simple_timer_expires = jiffies + HZ;
add_timer(&simple_timer);
return O;

}

static void __exit simple_timer_exit(void)

printk(KERN_INFO "simple_timer: unloading\n");
del_timer(&simple_timer);
}
module_init(simple_timer_init)
modulle_exit(simple_timer_exit)

This example module sets up a kernel timer that expires and is set again roughly
every second by calling the simple_timer function. In addition, every minute a
new info kernel message will be logged. This type of message can be examined in
several ways depending on the kernel settings: using the dmesg command, logged
to files, or appearing directly on the console (as with the Galileo board).

Source Level Debug on Intel® Quark SoC X1000
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®
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To build the module, the path to the cross-compile toolchain has to be in the path,
as shown in Section 4.3, step 4, and the make command has to be invoked as
shown in the screenshot below.

A few files are produced and simple_timer_ko is the kernel module itself.

Terminal %

The module can now be copied to the target system.

For a Galileo board, copy the file to the SD card and insert it onto the board. After
the board is booted, the SD card is mounted automatically under /media and the
kernel module can be inserted and removed as shown below, where the terminal
program is connected to the Quark board serial port:

0716.369046] simple timer: loading - 100 HZ

COMA4 - PuTTY = B

té@clanton:~# insmod /media/mmcblik0pl/simple timer.ko

~F [10776.370133] simpl + tim ~1 minute (s) and
1] simple timer: ~2 minute(s) and c

[=+]
[*1]
1]
.

[*1]

=
W
H

:~# rmmod simple timer
8] simple timer: unloading
~§
~§# insmnd /media/mmchbli0pl/simple timer._ko

n KO
tn

B
ot

a
]
23
™
<
a
<

a0
&
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7. After the module is loaded, the corresponding /sys/module entry on the board

can be queried as shown below:

i COM4 - PuTTY - B

0xe0719140
oot@cla cat fsys/module/simple timer/sections/.exit.text
O0xe0T717080

.bs=s
06:03 .exit.text
06:03 .gonu.linkonce.this module
D6:03 .init.text
06:03 e.gnu.bunild-id
06:03
06:03
06:03
06:03

4096
4096
4096
4096
4096
4096
4096
I T 4096

cat fsys/module/simple timer/sections/.text

cat /sys/module/simple timer/sections/.rodata

cat fsys/module/simple timer/sections/.bss

The address of . text and the other relevant sections are now known and can be
passed to the add-symbol-file GDB command when loading the debug
information for the module.

The .text address is the first, mandatory parameter, the other sections are
optional and can be specified using the —s switch. The command for loading the

debug information of the module in gdb is:
(gdb) add-symbol-file PATH_TO/simple_timer.ko 0xe0717000 —s .rodata
0xe0718024 —s _bss 0xe0719140 —s .exit.text 0xe0717080
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Terminal x

*OE OH R

The setup is complete and the kernel module can be source-level debugged.

Terminal x

If the module is unloaded and then loaded, the section addresses must be checked
again. Typically the addresses are different each time.

§

Source Level Debug on Intel® Quark SoC X1000
May 2014 Application Note
Order Number: 330015-003US 27



	1 Introduction
	1.1 Terminology
	1.2 References

	2 Prerequisites
	2.1 Supported Operating Systems

	3 Setting up Hardware
	4 OpenOCD Setup – Linux Host
	4.1 Patching and building OpenOCD
	4.2 JTAG USB pod access
	4.3 Kernel debug build - Galileo board example
	4.4 Modifying bootloader
	4.5 OpenOCD

	5 OpenOCD Setup – Windows Host
	5.1 Patching and Building OpenOCD

	6 OpenOCD Setup – OS X Host
	6.1 Patching and Building OpenOCD

	7 Debugging
	7.1 GDB
	7.2 Eclipse
	7.3 GDB and kernel modules 


