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Executive Summary

Cloud enables agility and efficiency

as they provide customers with the
benefits of an automated and optimized
virtualized service. A cloud may represent
a group of computing resources that are
dedicated to only one customer (private
cloud), or shared with other customers
(public cloud). Cloud makes IT more agile
and efficient, and it is becoming one of
the major trends that affect the server
market and customer data centers. This
technology has exhibited a series of
positive benefits, including improving
infrastructure hardware utilization during
testing and development, prolonging life
cycles, and achieving power efficiency,
high availability and disaster recovery.
Neusoft Aclome is an open cloud platform
for enterprise business solutions and IDC
SaasS (software-as-a-service)solutions,

it provides an efficient way to build up
your own cloud, which makes it easier
for customers to build up a cloud in their
data centers. Neusoft Aclome uses Intel®
VT to dynamically manage hardware
resources. It also generates certain
solution templates and corresponding
instance to implement usage models

like load balancing, disaster recovery
and resource allocation. Neusoft Aclome
benefits customers with more valuable
usage models and benefits:

= Intelligence

= Management efficiency
= Energy efficiency

= Utility efficiency

Introduction

Neusoft is the leading IT Solutions

and Services provider in China with its
operations spread across the globe.
Neusoft provides customers from
various industries with secure, reliable,
high quality, and scalable solutions to
help them implement best practices of
informationenabled management for
improved business operations. Neusoft

Intel® Cloud Builders Guide: Neusoft Aclome’ Cloud

has developed and delivered a wide range
of IT solutions for various industries,
including telecom, utilities, financial
services, social security, manufacturing,
trade logistics, healthcare, education,
transportation and other segments.
Based on the rich IT solution experiences
and increasing customer cloud solution
demands, with Intel support, Neusoft
developed Neusoft Aclome as a complete
cloud computing solution to be the
enterprise IT infrastructure, enabling
customers to enjoy the cloud benefits
without too much building and validation
effort. Neusoft Aclome is an open
cloudbased solution management platform
for traditional enterprise data center

and Internet Data Center (IDC). Neusoft
Aclome has the following main features:

Solution Management:

Neusoft Aclome is based on virtualization
technology and transforms current
enterprise IT infrastructure into a cloud
platform. It is managed through WEB

2.0 self-service portal as graphical

user interface, and can create solution
instance based on on-demand request
with dynamic resource allocation and
management, like computing, network and
storage.

End User

=g

User Selected Instance

User Selected Instance

End User

Figure 1: Neusoft Reference Architecture

User Selected Instance

Neusoft Cloud \ﬂd User

Intelligent IT management policy and
intelligent IT infrastructure:

Based on intelligent customizable system
events management mechanism, Neusoft
Aclome supports intelligent policies for
various scenarios, like loadbalancing

and disaster recovery. This enables
Neusoft Aclome to automatically handle
various system events under different
scenarios, and also makes it possible to
intelligently allocate computing resources
to fulfill customers’ dynamic business
requirements.

Unified resource management:

Neusoft Aclome implemented a real-time
management for all physical and virtual
servers, database servers, application
servers, network and storage. All resource
statuses are displayed through a graphical
user interface, which simplifies the
customer’s effort to perform various real-
time operations, such as monitoring, risk
analysis and historic data query.

End User
Solution Template

-

Resource
Description

User Selected
Instance

=
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Lower TCO:

Neusoft Aclome is based on Intel® VT.
Intel Architecture has been widely
used in various data centers, due to its
high reliability and high performance
and lower data center operation costs.

Neusoft Aclome dynamically manages
the IT infrastructure, shipped with robust
manageability, supports customers to
effectively lower the total cost of
ownership (TCO) and reduce operation
risks.

Remote Access:

While evolving a traditional data center
into a cloud data center, computing
resources and storage resources are both
isolated from business solutions. Neusoft
Aclome provides various reliable technical
methods for solutions to access their data

Neusoft Aclome 2.0

Solution Instance

VM VM VM — VM
HOST1 HOST2 HOST3 HOSTN

Figure 2

Resource Pool

Module

Function

User Management

manage cloud data center user profile, login and authentication.

Billing

gather statistics of resource utilization(computing, storage, network), serve as billing basis

Resource Management

mange physical resources of computing, storage and network, together with corresponding virtual
resources and solution templates.

Power Management

manage power consumption based on power policy

Monitor

real-time monitor resource status

Policy Management

support automatically intelligent management

Figure 3: Neusoft Aclome management modules list




remotely through, VPN (Virtual Private
Network), SSH (Secure Shell) and VNC
(Virtual Network Computing).

Intelligent energy management for
green data center:

The goal of Policy Power Management
usage models is to optimize productivity
per watt in order to reduce total cost of
ownership (TCO). Requirements include
the capability to monitor and cap power
in real-time at server, rack, zone and data
center levels. This means the ability to
manage aggregated power consumption
within a rack, zone or data center based

on available power and cooling resources.

Load migration policies based on power
consumption and cooling resources bring
further benefits. With the help of Intel®
Node Manager technology and intelligent
policy management, Neusoft Aclome

Intel® Cloud Builders Guide: Neusoft Aclome’ Cloud

perfectly aligns business solutions with

IT resources in an efficient way. Neusoft
Aclome not only implements resource
on-demand allocation, but also implements
power on-demand allocation. Neusoft
Aclome can allocate power via real-

time monitor and also can intelligently
allocate power through dynamic power
adjustment.

Neusoft Aclome Overview

As an open cloud platform for enterprise
business solutions and IDC SaasS solutions,
Neusoft Aclome provides convenient

and efficient resource management,
policy management and solution
management, providing customers with
agile resources management (computing
resources, storage resources and network
resources), fast cloud building process,
while lowering enterprise IT infrastructure

TCO. In Neusoft Aclome based cloud
solution, various hardware resources

are integrated as a resource pool, which
includes computing resources, storage
resources and network resources. Neusoft
Aclome uses Intel® VT to dynamically
manage hardware resources. Based on
business requirements, Neusoft Aclome
generates certain solution templates and
corresponding instance, then uses these
templates and instances to implement
load balancing, disaster recovery and
resource allocation according to real-time
status and requirements. So far, Neusoft
Aclome supports most major VMM (Virtual
Machine Manager) software on Intel®
Architecture, including VMWare Xen*,
XenServer*, KVM, etc. For guest OS on
VMM, it supports Windows* and Linux*.

. ﬁ

VOPIIPIIV0 0

Resource Pool

Figure 4: Neusoft Aclome software architecture overview
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Neusoft Aclome is based on Intel® Xeon®
processors and Intel® VT (Intel VT).

During our benchmarking on Intel® Xeon®
X5680, Intel VT provided great support
on Neusoft Aclome, efficiently reduced
the VMM 1/0 traffic, sped up data transfer

and greatly boosted solution performance.

Neusoft Aclome also adopts Intel®
Intelligent Power Technology to regulate
power consumption and adjust server
performance according to application
demand, maximizing both energy cost
savings and performance.

Neusoft Aclome uses storage virtual
mirror and instance to provide necessary
block devices for file system and solution
business. At the same time, the storage
needs to have good scalability to fulfill
middle and large scale cloud. Neusoft
Aclome storage device also requires NFS
(Network File System) or iSCSI (internet
SCSI) service for virtual mirror storage.

Neusoft Aclome mainly uses the
cooperation of virtual switch and physical
switch to finish the cloud network
management, such as VLAN (Virtual Local
Area Network) allocation and QoS (Quality
of Service) management.

Category VMM 0S Database Application Server
(can be monitored) (can be monitored) (can be monitored)
VMware FreeBSD Tomcat DB2
Software Xen HPUX ColdFusion Oralce
Syst em XenServer LINUX Geronimo Sybase
KVM Mac0SX GlassFish PostgreSQL
Sqlans IS MysQL
Win3z iPlanet Microsoft SQL Server
JBoss
Jetty
0C4j
Perlbal
Resin
Weblogic
Weblogic Admin
WebSphere

Figure 5: Neusoft Aclome Software Configuration
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Aclome Manager
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Figure 6: Neusoft Aclome validation environment
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Test Bed Blueprint

In this reference architecture, we
demonstrate the building up of a private
cloud for a small cloud data center with
Neusoft Aclome. A cloud data center
usually includes management server, NFS
storage, virtual machines as computing
resource, and network devices. Here is
the hardware configuration. We use this
configuration to validate Neusoft Aclome
valuable usage models.

be divided into several independent
VLAN for business isolation. This
network mainly configured in virtual
machines or physical machines which
provides services. IP address may be
192.168.185.0/255, and can set up

different VLAN according to real needs.

Technical Review

Use Case Details
This section discusses the process for

physical servers, network, storage, load
balancers, virtual machine templates,
and etc.

Preconditions

= This section describes the preconditions
to finish actions in the following
sections.

*Installed VMM (KVM/VMWare/Xen/
Xenserver) in the physical servers

Device Type Configuration Number
S Intel® Xeon® x5680*2, 4
ervers 16GB Memory 6 *

GE NICs, 500G *2 SATA

Neusoft Aclome Server

Intel® Xeon® x5680 *2,
8GB Memory, 2 *
GE NICs, 500G *2 SATA

NFS Storage

2TB

Network Device

Catalyst 3560G

DHCP Server

default configuration

Figure 7

Neusoft Aclome network is comprised of
three parts:

=Management Network is for private
cloud administrator to manage physical
devices and virtual resources. IP
address will be 192.168.180.0/255
segment

= Migration Network is used to complete
the virtual resource dynamic migration
between various physical devices,
and to avoid business interruption.
IP address will be the same as
Management Network.

=Service Network is used to support
business solutions by connecting to
external services. To make it more
reliable and secure, this network may

a number of use cases ranging from
basic system functionality to advanced
cases, including performance and power
management. The following use cases
were applied:

=|nitialize resource management
=Create and apply solution template
= Configure intelligent policy

= Apply policy for solution
=Resource monitor

= Energy management

Actors
= For the following use cases, Aclome is
the Neusoft Aclome cloud administra-
tor with access to resources such as

=Set up IT infrastructure according to
previous topology diagram

=Installed Neusoft Aclome correctly

=The Acorn solution is ready for
validation (Acorn is one example
solution)
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Execution and Results

Initialize Resource Management
1. Open Web browser and input the URL of Aclome Server

2. Input user name “Aclome” and passwd, log into Neusoft Aclome
1 51 i - Adome - Frvios - XSw R -~
oD M0 R0Y SeG IEG IAD WRe
has C X A ® Qhepy/104431%0808 appiogn -1
o Sign In - Adome |-

3. Initialize resource management

=Click "Resources” tab, open the resource management page
= Click “Tools Menu” button, select “New Platform” from the menu
= Fill platform attributes (input “Virtual Host" as “Platform Type”) then press “OK”

=The new VMM server is installed into Aclome and ready to provide corresponding
services

Acl e s (Thare hawe Been o sherts in She fnat 7 owre) Wt Ackma S Ot

Oassoowrs | Mesemces | Aswvie Asmesvanos N

e | wsraves 200 Owmer: Acome smraacr 3 (s

Type & Network Properes
R

AN OO T - € 2061 T e Corprmben e o
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Create and Apply Solution Template
1. Create solution template
= Click “Resources” tab > “Cloud Applications” > “Tools Menu” > “New Cloud Application” >
open the cloud application attribute page
=Fill cloud application name and description, click “OK"

A l Banust Alans  (Thame hawe Bowm o sherts i the lust 3 howrs) G cme Aeleme  Siga Out

Teew
B by Tyme =
Drusren Dere Coatea *
[ Dote ey s
Brvenrie Tpor Modthed By A e hdcm
ot
- Tyve Srecvren el

ATIMI00NLE VT Asmmatranes € 201 203 NSRS (PIrEtGS wee wuief (e

= Click “Add To List"” to add resources to cloud application

=Select three virtual machine templates (“Acorn-LoadBalancer-Apache,”
“Acorn-Server” and “Acorn-DB" for Acorn), add them into “Add Resources” list, then
press “"OK" button

Firefox et ST

Acl Becent Alurts:  (There have been ne alerts in the last 3 howrs) Weicome, Adome SignOwt
T S — Oasnbosrd  Resources  Ansiyze  Admimistration

Resources Add Resources.

Fiter 8y Name: a Fer By Types | Patioems ¥

[) Name s Type . [] Mame s Type

[ acenTaw w2 Sences -

M) acenran L

0 k-390 et meat

[ kvne-6 virt et

[ tenove- 28284363 w32
[ Metase Portaop Fier
[ one-desktop

[ vwewane-143 Vihare VT3 ot

[ WNetwork-156 vret Hom
] vNetwork-41 Vret o
[) sen host
[ xen-178
[ xeneserven. 200 o ezt
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=Verify virtual machine template appears in “Resource” list

stion Inventory - Acorn - Firefox
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KNP NE

¥ SR =R IRD WO

Revent Alartss  (There have been ne alerts in the last 2 hours)

-
Weicome Aclome  Sign Out

Browse » Acorn
Return to Acorn

Description Owner: Aclome Admutraor 1 (aclome

Change

Tools Menw B

piaveniayy _Control folicy,
¥ The requested rescueces have been added 10 the cloud Apphcabor

Totak §
Resourees by Type: Ker VM Template ()
Descrption
Lecstion
Resouree Type: Group
o

] Name o

|
!

¥
|
!

ADS TO LIST

Totaki 3 Mems PerPogei | 15 ¥

2. Apply solution template

= Click “Control” tab of Acorn application, select “Deploy” from the “Control Action” menu,

click “Execution” button

=Verify “Command State” changed to “Completed”, which indicates the application
success

Recest Aot (There have Been ng slerts i the last 3 howrs.)

m___mu—-—-—

Welcome Acleme  Sign Out

or 2 (achome) - Change...

Quick Control - Guck Control

Contrel Action: | Select. % [
Cantrol Arguments (estional

Quick Control Acbors il be done in parabel to ol rescurces

13/27/2010 0818 FF  Admainistrator

+ ocems oas

€ 2001-2010 Neusof Corpenton www neuse com I
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Configure Intelligent Policy
1. Define elastic computing “Scale Out” policy

= Click "Administrator” tab, click “Escalation schemes Configuration”
= Fill policy name, then press “Next Step” button
=Select “Elastic Control” from “Create an Action For this Escalation” menu

' R
X=E SN0 By Heo =G IRD e
= Escalation Schemes Configuration

@ Aclome ) econe Ackome S0 OVt Screencests mew
2 S —

<« Rutern to Admeatration

F3calanon Name. ew. lmduwn-m—m-na-—-ou—un--b---—-wnusu---u—m-——u

etaut {scamtion swmn  Doeewa Ol ostec (acamtors ~c ager £ Irogrees can be Sxed
Bt W ot natey asyore

» acale_out s
Escalation SCheme:

Mame: scale_out
Descrgron
¥ the aiert is achnowledged Contrue eacamicn wibout Dausrg
¥ the mlert state has chamged Notty revousy rosfed Lsens of the change
M akert 5 1Ot flumd whes €CalStion emds: 500 SacaM0n execaton

on

Swp2 s A =

(C1oate an Acson for his escalaton.

Actor Emel
<« Betarr 1o Admeats stce Sect memod to ety |
Sewct remea 12 ronty
1 Emad
151!“!
Eoetg Comvrol
i S
Selected Liastic Control
Lad © 23012910 Neuno® Comparmmon mww me a3 o com I

=Fill policy query rule, “Scale Out” as Action method, click “Save” to save our changes

. e
2RO SN0 BRY ERO SE@ IAQD =8
@ Escalation Schemes Configuration | -
@ Adm ) Welcome. Aclorme Sign Out  Screencasts Nelp
2 S — a— A
<« Retarn 1o Adminits aton
I scalaton Name - lm-unm-numomnm-cnm.hun.u-mwnwumwnmu
ey stery M Omoees Oy natied £ » oragress can be Twed
Defaut £ scatation ol wB ont ool
» sesle_owt omn
| aiatin S heme
N wcae_owt
Dener o
H e ste i1 s b nowedged e s s B ey
¥ he alert slate has Chamgrd oS, ey oAfed ey ol e Carge
bt 4 ot et whhen ¢ 0 miatiom eodn S eu wme ae dun
o
St Lieale | aatn L hete A toas -
(reate an Acon bor B escsunce
[ Actos Emstc_Conral
<« Retern to Adminiats ston Sostc Comve .. b resourte Guery pATTSoT Ken Sercer Serer ACome-
aurce Guary o VW Template Acers. Server Sarver Xan VM Temgiate Acors-Server
eacuce acten scal_out
L |
L Press “Save”
Seve  Camcel
12/27/2010 0015 FF  Admamistrator © 2001-2010 Newso® Comporaion www 1e oM com
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2. Define elastic computing “Scale In” policy

= Following the same steps to define elastic computing “Scale In” policy, only choose

“Scale In" in Action

RO A0 RRY H20 SE@ IRD W)
@ Escalation Schemes Configuration | -

scale_out o

<« Retarn to Admesstraton

12/27/2010 0345 FF  Admimistrator

@ A ' Recent Alerts  (There have been no slerts in the st 2 hours ) Wetcone Acome Sign Ot Screencasts Nelp

| e ot s Dashboard  Resources  Analyze  Admisstration >

< Retarn to Admeatiaton

Escalanon Name. ww 1 you 038 80 escalston hat & Curendy 1 rogrees he escanior wil be ioooed Afler the fral watl tre has nated Te escasticon wil end and %G Bnger be

PP N oury P orgress Osy notted [3cemtons ne BAger F SrOFEss Cat be Txed
autt Escaiation e - peped

» scele_in ouan

Escalation Scheme:
Name: scate_in
Beacription:
M the stert is acknowledged: Contin.e sscamicn whou DaAnG
M the slert state has changed: Notf orevouy notfed uses of Be charge
W akert is ROt fmed when eSCOMNION ends. SI00 S3CAMIO" Exelulio”

Cious Control - e Input Parameters Action is scale_in Action
TesOWrce Quary 0 —

ool parm
resouce acioe scae_e

comoiperm | 818362

© 2001-2010 Newso® Corpermtion www newsoft.com '

Apply Policy for Solution
1. Select Acorn solution

=Click "Resources” tab, open the resource management page

2RO N0 BBY S0 SEQ IAD WG

Om [T f\

133773000 s FF  Administrator

o Aclome Browse Resources
@ Mm owrs) Viecome Aclome  Sige Out  Screescasts Rew
P e oo el s | sammran
Tools Menu®
Search: | Keywords A8 Groug Types v [ OwmedbyAclome Mawh Any A 3
Platforms (13) | Servers (100) | Services (170) | Cloud Applications (2
Show Chart View
Groupa Clowd Apgicaton Trpe Descrpton Members  Avasstitey
ol ] ficorn Aclome Cloud Apphcation - Piattomms Servers & Senvces ' °

Aclome Cloud Appheation - Platfomms Servers & Servces ]

[ Selected Acorn Tkl Memsberbage 15 ¥

© 2001 3911 NeusoR Copermmmn wn reusof Lo
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2. Select virtual machine
=Select Acorn solution’s virtual machine “Acorn-Server”

R0 W0 RV B SEG IAD SR
@ Adome View Cloud Application L. |

£ Adome : e e e

| e O gt s Dashboard - Anslyze  Admeistration .
Browse > Acorn
Oeserption: Owmer: Aciome Admnatrace I aclome  Change
Tosls Menu )

mitntoney  Control | FPokey

< Totst |
Resources by Type: Xor VN Templace (3 .
Orerption: ¥
Lecsven 272 0% TE
Resewree Type: Group Modihed By Aciome Admurrace 2 schomme
i

| |
[ Name o Tywe Oeseription Avaiabitty
) agent Xen VM Templote Acorn D8 Xer VW Template <

[ 97 Xen VM Template Acorn

LoadBalancer Apache b . °
) sgemt Xem VM Template Acorn Server ‘ Koo VW Tompiate °
AvS T LT Totsk B MewwPerPage 8 ¥
Select Acorn-Server VM
12/27/2010 0830 T¥  Administrater € 20012510 NOVION (Orparmtetsr wwm meviel com

3. Create Alert
=Click "Alert” tab, then press “Create” button

-0 X
a0 WD WY SrE SED IAD New
0 Actome List Server Alert Definiti... -
@ Am ( ! Wekcome Aclome  Sign Out  Screencasts Help
e — Dashbowrd | Resoarces, Anaiyie Admesestiation N
Browse s Acorn » agent Xen VM Template Acorn-Server
Dencripton Owner: Ackome Afmwat oo hgedrar | (hange
03 Vicrosof® Windows Server J00)
Map®] Tools Wenw )]
Monitor  Inventory o Alefly,  Control Views
(S5 __=)
Alert Defunton o Descrption Dute Croated Last Modfed Actve
[wew ] Totsh0 Mems PerPage |18 o
i
|
|
|
|
12/27/2008 0818 FF  Admamisirator © 2001-2010 Newaoft Coporation www newsofl com
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4. Define "Scale out” Alert condition

=Select alert monitor indicator “CPU Usage” from “Metric” menu, fill in trigger value
as “Greater than”, “50%", which means this alert will be triggered when CPU usage is
greater than 50%

=Fill in monitor cycle as “Once every 2 times within a time period of 4 minutes”
=Press “OK" button to save change

=Select elastic computing policy in the “Alert Definition” page

= el
22O M0 WY FrO =EQ IRD W
= Aclome New Server Alert Definiti... -
@ m Wecome Actome Sign Owt Screencasts Melp
e e —— Dashbosrd _Mesowrces  Ansre  Asmmistratos .\
Alect Propertes
Mome: [ 5oue_out Rlai NS
Descripton: Actve: @ ey
~
Conditon Set
* WCondtion: ¥ Metric | CPUUsage  w .
3% [ Grester man) [] o avecane veve
ae Rasges
vestory Progety  Selct | w  valse Changes
Control Acten  Select ® o Seec -
Erentalogs Level Any o 8ng melch subereg (ptenel 24 chers mas
Cortg changed and wwtch fie neme (apfions 7% chers mas
* Enatie Acton(s ) Fach e condlons wre et
® Once every |2 es CongBom are met w W 8 e pernd of & ey -
Generste 0ne st and Par Saatie st defrlion wntl tned

?.—C-.

= Verify the policy is automatically saved

2RO MO Ry Fro *E@ IAD el
s Aclome View Server Alert Definit...

!l ( ] Welcome Actome Sign Out  Screencests Nep

Mnmm

<< Return 10 Adert Detmdtons

¥ Your Aot Definton has been crested.

Alert Propertes
Name: Scaw_out Priorey: * - Medem
Descripton: Active: Ves
Dute Cromted: 1/00/2010 0430 T&
Dute Moddied: 12/26/2010 0438 T4
i
(onddan el

¥ Condmon: TR Uaage + 90 0%
Enatte Acton(s) Once erary 7 lmes Contiens #7e et wihe 8 e pared of 4 meutes
wir

[ tscataon |_Wotty Ackme Users _ Wouty Other Recipients
Eacanton Screme Note To Creale 8 new eacamins sheme tor I aec) Selrdon peese 95 N T Aol el aechen

< Beturn 10 Abert Defamataons
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5. Define “Scale in” Alert condition

=Repeat above step 4 to define “Scale in” alert, only difference from step 4 is to fill
trigger value as “Little than”, “10%"

T

R pp—
00 AG0D BRY Se9 =@ IAD W

5 Aclome View Server Alert Definit...
<« Return 10 Alert Defindaons

Alert Propertes.
Name: Scae ot Prioemy: * - Vesum
ODescrpeon: Actve: Yen
Dute Creste: 12,26/2010 0436 7%
Date Modled: 12,26/2000 0438 T4
o
Conditon Set

W Condiion: U Usage » 50 0%

Enable Achondsl Once every 3 1rmes Condlons are met wihe § e parod of § metes
[

[ Facatation |_Motty Actome Users _ Moty Other Recipseats
Encanton Scheme | scak_out - Note To create 8 rew encomten scheme r B sert Sefedon pese §o 1 Pa A st o
W D ahes1 18 s nowtedged {1 swion ortnued oot ey

W e wieet atate has changed Meinay sotfed saers are notfed of e Change

1 vacson

Encatation Seheme Actons: g o otute

Foatc 10aource Conbl 1oource Guary (TCe ee Lorim e geet Lo W emgiate Acorr Serier
scten soew ou
come porm 813362

Vot tre betore encaming O meae

<« Beturn 10 Abert Drfindticns

6. Verify policy

= Using the performance benchmarking tool to add on Acorn solution requests, Neusoft
Aclome then monitors the higher CPU usage
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=Then Neusoft Aclome will automatically create new virtual machines to lower the
performance pressure based on the “Scale Out” policy

=Verify the policy success execution indicator: “Scale Out” in the top of Neusoft Aclome
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=Using the benchmark tool to lower Acorn utilization, the CPU usage is lower and lower.
“Scale In" policy is triggered and verified via the policy success execution indicator:
“Scale In" in the top of Neusoft Aclome.

@ Adome ") ver Xen ¥ 115 “MozllaFirdfor e o ke
X0 M0 RRY S0 SEQ IAD ew
= Aclome View Server Moniter Curr...| = -
Recent Mlerts 9547 FF - Scale_in Wekome Aclome SignOut Screencasts Welp
539 T . Scale_owt
2 O — Dashboard _ Anslyze  Administration =
Browse » Acorn » agent Xen VM Template Acorn-Server

Descripton: Owner; Aciome Admnasrator (hasdmin) - Chanae.
OS5 Microse Windews Server 2000
Map®  Tooks Menu @

inventory  Alert  Control  Views

- VO

Metrc nsgphay Range: < u-in - [M‘-:u Advanced Settings

Serviess Indicator Charts | Show Last § Hours | Show Line: Y vew | upssecenat |« I3
o Aew T ot 1 paate o ths rescurce 100.0% — Avaitabitty
] Host Patform Aved S4CPU Usage Pix

[ xanssnvan-200 -] Louadond

Low 1 2% AVG W2 PEAK 52 0%
Seect Teseccor pree b

€k Bution 19 vew metnda @

Al Metries >

O Usage o .

Verory Actal a = - = = = -

Avatatir, O i Memery Actust Pix
an vy

Resource Monitor

1. Login Neusoft Aclome, enter “Dashboard” page; all major performance indicators are

visualized as list, diagram and flash

2. Click" @ " button, modify “CPU Usage” display settings
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Energy Management

1. Neusoft Aclome energy management policy is not applied at first to gain the baseline.
During this verification, user numbers are changed every 5 minutes, and collected
energy consumption information. Three changes were applied and below is the power
consumption result:

Tranding 72
anow

04/32:00 1 7-S4p-2010
03:37100 1 7-54p-2010

2. Now Neusoft Aclome is used to monitor resource pool energy consumption and apply
energy limitation with policy on the workload.

= Click “Power Management” button in “Dashboard” page, entering energy
management page

Pcent Mevne (Tt Bave B 10 et 0 The bt 7 heour's.) Acme SgnOu Soeescass ey

Aty SustthmegeentOuiummnt Rasswsces  Asalyee  Adminisvation Sewes

I Adome Test (1)
e

« 1 PSO Sutacenter (1)

=Click corresponding server button to apply detailed energy management policy: when
user requests are 0-400, set the resource pool total power consumption limitation as
215W; while user requests are 401-680, set the resource pool total power consumption
limitation as 240W; while user requests are 681-1500, set the resource pool total
power consumption limitation as 320W.
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3. Neusoft Aclome energy management policy was applied. During this verification, user
numbers were changed every five minutes, and collected energy consumption information.
Three changes were applied and below is the power consumption result:

-
30w T

Workdoad=1500
40my 4 Ave. Power=384w

$-2010

=The difference is clear: Neusoft Aclome energy management module effectively
reduced the power consumption based on the policy

Workload CPU% No Policy Custom Limit | Run Time
Power (W) Power (W) Power (W)

1500 96% 384 320 320

680 43% 270 240 239

400 25% 230 215 218
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Things to Consider

Scalability

Current topology in this document is to
build up a cloud infrastructure for small
enterprise. When you target for middle
and large scale cloud, corresponding
devices should also scale out. The
scalability of the solution is heavily
impacted by:

*Network devices capability and
architecture. For middle and large scale
cloud, we suggest to use 10GE network,
running management network in an
independent non-VLAN environment.

=Storage architecture. We suggest
using scalable storage infrastructure
and effectively integrating storage
resources.

=Server hardware capability. We
suggest using the latest Intel® Xeon®
processor-based servers to gain better
performance and scalability.

10 performance

Currently, Neusoft Aclome has made use
of Intel® VT to achieve better performance
and reliability. But there is still room for
Neusoft Aclome to keep improving the
storage and network 10 performance with
the latest Intel Xeon processor-based
servers and the latest Intel VT, to reduce
VMM interruptions in 10 operation and
release more CPU computing capability
from 10 package encoding and decoding.

Conclusion

In this guide, the components,
implementation process and key

usage models for cloud is described

and validated, a prototype built jointly
by Intel and Neusoft with the goal of
demonstrating possible architecture and
deployment of a cloud based on Neusoft
Aclome.

This document demonstrates that
Neusoft Aclome provides an efficient
way to build up your own cloud, and
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greatly reduced the development cycle
for customers to build up cloud in their
data centers. Neusoft Aclome has the
standard functionality expected from
normal cloud system, together with more
valuable usage models and benefits, such
as intelligence, management efficiency,
energy efficiency and utility efficiency.
Neusoft Aclome unified the physical
resource management and virtual
resource management, linked them
together to achieve the best performance
and energy consumption in an efficient
way.

Glossary

Intel® Virtualization Technology (Intel®
VT): Provides comprehensive hardware
assists, which boost virtualization
software performance and improve
application response times. Intel® VT
reduces demands placed on virtualization
software so that more applications and
heavier workloads per server can be
consolidated to get better value from
server and software investments.

Intel® Intelligent Power Technology:
Conserves power while delivering
advanced power-management capabilities
at the rack, group, and data center level.
Providing the highest system-level
performance per watt', Intel Intelligent
Power Technology helps business gain
capacity to grow, increase IT performance,
and save energy costs.

Intel® Intelligent Power Node Manager:
Intel Intelligent Power Node Manager
resides on Intel® Xeon® 5500 series server
(and later) platforms. It provides power
and thermal monitoring and policy based
power management for an individual
server. Capabilities are exposed through
standard IPMI interface from supported
Baseboard Management Controllers (BMC).
This requires an instrumented power
supply such as PMBus™.

Intel® Data Center Manager (Intel® DCM):

Intel Data Center Manager scales

Intel Intelligent Power Node Manager
functions to racks and groups of servers
and enables IT users to benefit from
increased rack density, reduced capital
and operational expenses.

Appendix
Server Power Management

Intel®° Power Management Technologies

Micro-processors are possibly the most
energy intensive components in servers
and have traditionally been the focus of
power management strategies. Emerging
technologies such as solid state drives
have the potential to significantly

reduce power consumption and in
future, management of memory power
consumption may be incorporated.

Intel Node Manager and Intel Data Center
Manager are designed to address typical
data center power requirements such as
described above.

Intel Node Manager is implemented on
Intel server chipsets starting with Intel
Xeon processor 5500 series platforms.
Intel Node Manager provides power and
thermal monitoring and policy based
power management for an individual
server and is exposed through a standards
based IPMl interface 2 on supported
Baseboard Management Controllers
(BMCs). Intel® Node Manager requires an
instrumented power supply conforming to
the PMBus* standard. 3

Intel® DCM SDK provides power and
thermal monitoring and management
for servers, racks and groups of servers
in data centers. Management Console
Vendors (ISV's) and System Integrators
(SI's) can integrate Intel DCM into their
console or command-line applications to
provide high value power management
features. Intel DCM capabilities can be
found on OEM platforms that support



Intel® Node Manager. These technologies
enable new power management
paradigms while minimizing workload
performance impact.

Intel Intelligent Power Node Manager

Intel Xeon processors regulate power
consumption through voltage and clock
frequency scaling. Reducing the clock
frequency reduces power consumption,
as does lowering voltage. The scale of

Change /

Power
Consumption

Power
m Consumption

Node Manager and BMC
'""’:s"t"'i""" Manageability Engine [EEFSNEN u::” .
Controller
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reduction is accomplished through a series
of discrete steps, each with a specific
voltage and frequency. The Intel Xeon
processor 5500 series can support 13
power steps. These steps are defined
under the ACPI (Advanced Configuration
and Power Interface) 4 standard and are
colloquially called P-states. PO is nominally
the normal operating state with no power
constraints. P1, P2 and so on aggressively
increase the power capped states.

System BIOS
(SCI Handler or
ASL code

Change number of

P/T-states
available IPMI

Figure 9: Intel®* Node Manager Power management Closed Control Loop

Voltage and frequency scaling also
impacts overall system performance, and
therefore will constrain applications. The
control range is limited to a few tens of
watts per individual micro-processor. This
may seem insignificant at the individual
micro-processor level, however, when
applied to thousands or tens of thousands
of micro-processors typical found in a
large data center, potential power savings
amount to hundreds of kilowatt hours per
month.

Intel® Node Manager is a chipset extension
to the BMC for supporting in-band/out-of-
band power monitoring and management
at the node (server) level. Some of the key
features include:

=Real-time power monitoring.
=Platform (server) power capping.
=Power threshold alerting.

Figure 9: Intel® Node Manager Power
management Closed Control Loop shows
the Intel NM server power management
closed control loop.

€nd Notes

1. Intel® Microarchitecture Codename Nehalem, http://www.intel.com/technology/architecture-silicon/next-gen/index.

htm?iid=tech micro+nehalem

Intelligent Platform Management Interface, http://www.intel.com/design/servers/ipmi/ipmi.htm

PMBus*, _http://pmbus.org/specs.html

4. Advanced Configuration & Power Interface, http://www.acpi.info/
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For More Information

Intel® Cloud Builders: http://intel.com/cloudbuilders

Intel® Xeon® processors: http://intel.com/xeon

Intel® Virtualization Technology: http://www.intel.com/technology/virtualization/

Neusoft: http://www.neusoft.com/
Intel® Intelligent Power Node Manager: hitp://www.intel.com/technology/intelligentpower/index.htm
Intel® Data Center Manager: http:/software.intel.com/sites/datacentermanager/index.php
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