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Intel IT tested servers based on select Intel multi-core processors to analyze the potential role of each in our data center server virtualization strategy. Each server provided significant potential benefits in performance, power consumption per workload, and operating costs over older servers running non-virtualized workloads. The server based on the Quad-Core Intel® Xeon® processor 7300 series showed the greatest scalability and used the least power per job when running large numbers of virtual machines (VMs), and proved suitable for achieving high consolidation ratios in a busy enterprise data center. Servers based on the Quad-Core Intel Xeon processor 5300 series or the Dual-Core Intel Xeon processor 5100 series could effectively support more moderate consolidation ratios, with very low power consumption.
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Executive Summary

Intel IT tested servers based on select Intel multi-core processors to analyze the potential role of each in data center server virtualization strategies. Each server provided significant potential benefits in performance, power consumption per workload, and operating costs over older servers running non-virtualized workloads.

We compared a four-socket server based on the Quad-Core Intel® Xeon® processor X7350, with a total of 16 cores; a dual-socket server based on the Quad-Core Intel Xeon processor X5355, with eight cores; and a dual-socket server based on the Dual-Core Intel Xeon processor 5160, with four cores.

To test each server, we progressively added workloads, each consisting of a virtual machine (VM) with one copy of a CPU-intensive application.

- All three servers provided major improvements in performance and power consumption per workload over older servers running non-virtualized workloads.
- With each server, runtimes remained flat until the number of VMs reached the number of cores, then increased in a predictable, linear way.
- The Quad-Core Intel Xeon processor X7350-based server was about twice as scalable as the Quad-Core Intel Xeon processor X5355-based server. It consumed more power overall but used the least power per job when running large numbers of VMs.

Based on our tests, the servers could effectively support different consolidation scenarios. Expandable, scalable servers based on the Quad-Core Intel Xeon processor 7300 series enable high consolidation levels in a busy enterprise data center. The efficient performance of servers based on the Quad-Core Intel Xeon processor 5300 series and Dual-Core Intel Xeon processor 5100 series support more moderate consolidation ratios, with very low power consumption.
Business Challenge

Like many IT organizations, Intel IT is under intense pressure to increase data center performance and capacity while driving down cost. Business computing needs are growing rapidly, and we continually look for ways to increase capacity in order to deliver the performance required to meet our business groups' needs. We must meet defined service level agreements (SLAs) while delivering performance at minimum cost.
Low server utilization has been a key obstacle hindering our efforts to reduce total cost of ownership (TCO). Like many organizations, Intel IT historically has dedicated a single application to each server in most cases. Most of our business servers have used less than 20 percent of CPU capacity.

Controlling data center energy consumption is also a growing challenge. Reducing energy consumption lowers TCO and can also help avoid the potentially even more serious problem of reaching the limit of a data center’s available power supply.

Key Technologies and Architectures

We have identified key technologies and architectural approaches that we are using to meet these challenges:

- **Virtualization.** This approach executes applications in standard containers—VMs. This enables us to consolidate multiple workloads onto each server, increasing utilization and reducing power consumption per workload. This reduces server TCO. We can also configure a VM much more quickly than a new physical server—in minutes rather than hours—enabling us to respond rapidly to changes in business demand.

- **Utility computing.** Our goal is to create a more flexible, agile data center environment based on virtualization. We aim to be able to automatically allocate jobs to VMs on server resources anywhere within the environment. This maximizes the efficient use of data center resources, further reducing cost and improving responsiveness to business needs.

- **Intel multi-core processors.** Servers based on multi-core Intel Xeon processors underpin our strategy. They provide much greater performance, scalability, and power efficiency than previously possible. This enables us to implement server virtualization and consolidation, facilitating the development of a utility data center model.

Server Virtualization Performance Tests

We conducted virtualization performance tests on servers based on different Intel multi-core processor series to evaluate their capabilities and potential roles in the data center.

We tested servers based on three configurations:

- Four-socket server based on the Quad-Core Intel Xeon processor 7300 series
- Dual-socket server based on the Quad-Core Intel Xeon processor 5300 series
- Dual-socket server based on the Dual-Core Intel Xeon processor 5100 series

In our tests, we focused on key measurements that would help determine potential roles for each server in a virtualized environment:

- Performance as we progressively increased the number of virtualized workloads; we focused on the time to complete each workload, since this reflected the server’s ability to support SLAs in a virtualized environment
- Power consumption overall and per workload

We also estimated the operational cost benefits of using the servers to achieve different levels of consolidation.
Based on our analysis, we formulated potential roles for each of these server platforms in data center consolidation and virtualization strategies.

**Methodology**

We conducted our tests using a synthetic CPU-intensive database application. This approach yields reproducible results and enables us to eliminate ambiguity related to the varying footprint of business applications on different platforms. Our application was representative of business applications such as business intelligence and financial forecasting, and also of technical applications such as seismic analysis.

To test each server, we progressively added workloads, each consisting of a VM with one copy of the application. We started with a minimum of two VMs, and we allocated each VM a capacity of one processor core. Each time we increased the number of VMs, we ran all workloads to completion. We recorded results including runtime for each workload and power consumption.

We continued adding VMs to each server until clear performance trends emerged. This resulted in different maximum numbers of VMs for each server. It also enabled us to identify relationships between the number of VMs and the ability to deliver specific levels of performance, relative to the baseline performance with two VMs, in order to meet SLAs.

**Comparing Performance**

To make it easier to compare the performance of the three servers, we created normalized measures of performance and workload.

We normalized runtime data for each server relative to the smallest workload. This enabled us to compare inherent behaviors of the different server platforms by eliminating performance differences due to clock speed.

We also calculated a normalized measure of workload: VMs per core. This enabled us to compare server behavior as the number of VMs approached and then exceeded the number of cores.

We also compared our test results for the three servers with previous performance data from a single, non-virtualized copy of the same application on an Intel® Pentium® III processor-based server, a traditional Intel IT server solution. Configurations of the four systems are shown in Table 1.

### Table 1. Test System Configurations

<table>
<thead>
<tr>
<th>Processor</th>
<th>Clock Speed</th>
<th>Cores per Processor</th>
<th>Number of Processors</th>
<th>Total Cores</th>
<th>Cache per Processor</th>
<th>Bus</th>
<th>Memory Type</th>
<th>Amount of Memory</th>
<th>Memory per VM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quad-Core Intel® Xeon® Processor X7350</td>
<td>2.93 GHz</td>
<td>4</td>
<td>4</td>
<td>16</td>
<td>8 MB</td>
<td>Level 2</td>
<td>1066 MHz</td>
<td>DHSI</td>
<td>667 MHz</td>
</tr>
<tr>
<td>Quad-Core Intel Xeon Processor X5355</td>
<td>2.66 GHz</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>8 MB</td>
<td>Level 2</td>
<td>1333 MHz</td>
<td>FSB</td>
<td>667 MHz</td>
</tr>
<tr>
<td>Dual-Core Intel Xeon Processor 5160</td>
<td>3 GHz</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4 MB</td>
<td>Level 2</td>
<td>1333 MHz</td>
<td>FSB</td>
<td>667 MHz</td>
</tr>
<tr>
<td>Intel® Pentium® III Processor</td>
<td>733 MHz</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>256 K</td>
<td>133 MHz</td>
<td>SDRAM</td>
<td>2.5 GB</td>
<td>N/A</td>
</tr>
</tbody>
</table>

1 Not applicable: This workload was not virtualized.

**Abbreviations:**
- DHSI: dedicated high speed interconnects
- FB DIMM: fully buffered dual inline memory module
- FSB: front side bus
- VM: virtual machine
Results

The application effectively utilized the available cores. For all the servers tested, the application consumed 85 to 90 percent of all allotted processor cores over the range of VMs run on each server. For example, on the server based on the Quad-Core Intel Xeon processor X7350, average utilization across all 16 cores approached 90 percent when running 16 VMs, as shown in Figure 1.

We observed clear trends differentiating the three servers in scalability and power consumption. Results are shown in Table 2.

Performance and Scalability

The three servers showed markedly different levels of scalability. We did, however, observe a similar pattern of performance with increasing load on each server.

As we increased the number of VMs, average runtimes remained approximately constant until the number of VMs began to exceed the total number of cores. As the number of VMs approached the total number of cores, average runtimes increased as expected. For example, on the server based on the Quad-Core Intel Xeon processor X7350, average utilization across all 16 cores approached 90 percent when running 16 VMs, as shown in Figure 1.

We observed clear trends differentiating the three servers in scalability and power consumption. Results are shown in Table 2.

Table 2. Runtimes and Power Consumption

<table>
<thead>
<tr>
<th>Number of Virtual Machines</th>
<th>Quad-Core Intel® Xeon® Processor X7350</th>
<th>Quad-Core Intel Xeon Processor X5355</th>
<th>Dual-Core Intel Xeon Processor 5160</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6.23</td>
<td>1.00</td>
<td>495</td>
</tr>
<tr>
<td>4</td>
<td>6.40</td>
<td>1.03</td>
<td>523</td>
</tr>
<tr>
<td>6</td>
<td>5.87</td>
<td>0.94</td>
<td>536</td>
</tr>
<tr>
<td>8</td>
<td>5.83</td>
<td>0.94</td>
<td>557</td>
</tr>
<tr>
<td>10</td>
<td>5.70</td>
<td>0.91</td>
<td>589</td>
</tr>
<tr>
<td>12</td>
<td>5.58</td>
<td>0.90</td>
<td>625</td>
</tr>
<tr>
<td>14</td>
<td>5.39</td>
<td>0.86</td>
<td>639</td>
</tr>
<tr>
<td>16</td>
<td>5.49</td>
<td>0.88</td>
<td>675</td>
</tr>
<tr>
<td>18</td>
<td>7.04</td>
<td>1.13</td>
<td>850</td>
</tr>
<tr>
<td>20</td>
<td>7.46</td>
<td>1.20</td>
<td>842</td>
</tr>
<tr>
<td>22</td>
<td>7.81</td>
<td>1.25</td>
<td>864.68</td>
</tr>
<tr>
<td>24</td>
<td>8.08</td>
<td>1.30</td>
<td>865</td>
</tr>
<tr>
<td>26</td>
<td>8.63</td>
<td>1.38</td>
<td>876</td>
</tr>
<tr>
<td>28</td>
<td>8.90</td>
<td>1.43</td>
<td>902</td>
</tr>
<tr>
<td>30</td>
<td>9.13</td>
<td>1.47</td>
<td>911</td>
</tr>
<tr>
<td>32</td>
<td>10.34</td>
<td>1.66</td>
<td>916</td>
</tr>
</tbody>
</table>
the number of cores, average runtimes began to increase due to the total time required to run all the jobs and the fact that the VM hypervisor spent more time managing VMs among the available cores. We observed predictable, approximately linear increases in runtime as the number of VMs increased.

This relationship resulted in substantial differences in scalability, as shown in Figure 2. With the Quad-Core Intel Xeon processor X7350-based server, average runtime remained approximately flat until the number of VMs reached 16, then gradually and predictably increased. With 24 VMs, average runtime increased by 40 percent; with 32 VMs, it increased by about 70 percent. With the servers based on the Dual-Core Intel Xeon processor 5160 and the Quad-Core Intel Xeon processor X5355, average runtime started to increase at about four and eight VMs respectively.

These trends were also apparent in the non-normalized runtimes, though we observed minor variations.

When running few VMs, the server based on the Dual-Core Intel Xeon processor 5160 completed each job more quickly on average than the other servers. This was due to factors related to VM hypervisor efficiency. On the Quad-Core Intel processor X7350-based server, the VM software utilized all 16 cores to some extent, even when running only two VMs. This indicates that on a lightly loaded machine, the hypervisor spends a significant amount of time checking cores and moving VMs between them relative to the time spent executing workloads. We did not customize the hypervisor to pin VMs to specific cores, because to achieve the flexibility needed for the virtual utility data center, we cannot decide in advance where an individual job will run. The effect was greatest on the Quad-Core Intel Xeon processor X7350-based server because it has the most cores.

However, this effect became insignificant as the number of VMs increased performance was increasingly determined by the availability of CPU resources. As hypervisor efficiency increased, runtimes on the Quad-Core Intel Xeon processor X7350-based server actually decreased slightly with six to 16 VMs.

As a result of its larger number of cores, with eight or more VMs, the Quad-Core Intel Xeon processor X7350-based server completed each job faster than the Dual-Core Intel Xeon processor 5160-based server. With 10 or more VMs, it also outpaced the Quad-Core Intel Xeon processor X5355-based server.

Figure 2. In tests, the three servers based on Intel multi-core processors showed differing levels of scalability. Intel internal measurements, July 2007.
Power Consumption

We also saw a crossover in power consumption per job as we increased VMs, due to the scalability of the Quad-Core Intel Xeon processor X7350-based server.

This server was a larger system overall than the others; besides having twice as many cores, it also was configured with twice as much memory, more fans, and redundant power supplies.

As a result, it consumed more power than either of the other two servers: an average of 495 watts (W) when running two VMs, compared with 478 W for the Quad-Core Intel Xeon processor X5355-based server, which also had redundant power supplies, and 330 W for the Dual-Core Intel Xeon processor 5160-based server.

As we added more VMs, all the servers became more power-efficient, in terms of power consumption per job, as shown in Table 3. However, this trend was strongest with the Quad-Core Intel Xeon processor X7350-based server. As a result, with increasing numbers of VMs, power consumption differences between the servers at first narrowed and then were reversed in many cases, as shown in Table 3 and Figure 3. For instance, when loaded with 24 VMs—a VM-to-core ratio of 1.5 to 1—the server based on the Quad-Core Intel Xeon processor X7350 consumed slightly less power per job than the other servers when they were loaded to the same VM-to-core ratio.

All the multi-core processors demonstrated dramatic power savings compared with running non-virtualized workloads on the original Intel Pentium III processor-based servers, as shown in Table 3.

---

**Table 3. Power Needed to Run 24 Workloads**

<table>
<thead>
<tr>
<th></th>
<th>Runtime</th>
<th>Average Watts</th>
<th>Watt-Minutes</th>
<th>Virtual Machines per Server</th>
<th>Number of Servers</th>
<th>Total Energy Budget in Watt-Minutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quad-Core Intel® Xeon® Processor X7350</td>
<td>8.96</td>
<td>823</td>
<td>7374</td>
<td>24</td>
<td>1</td>
<td>7374</td>
</tr>
<tr>
<td>Quad-Core Intel Xeon Processor X5355</td>
<td>7.61</td>
<td>495</td>
<td>3767</td>
<td>12</td>
<td>2</td>
<td>7534</td>
</tr>
<tr>
<td>Dual-Core Intel Xeon Processor 5160</td>
<td>5.84</td>
<td>373</td>
<td>2178</td>
<td>6</td>
<td>4</td>
<td>8713</td>
</tr>
<tr>
<td>Intel® Pentium® III Processor</td>
<td>8.28</td>
<td>1575</td>
<td>1304</td>
<td>N/A</td>
<td>24</td>
<td>31298</td>
</tr>
</tbody>
</table>
Operational Costs

Higher consolidation levels create potential operating efficiencies. To estimate these, we built an operational cost model based on an intensively used data center environment and a consolidation ratio of 1.5 VMs per core.

We chose this ratio of 1.5 VMs per core because, for our CPU-intensive test application, it corresponded to an example SLA constraint that all jobs within the data center running on fully loaded machines should complete within 1.4x of the time required to run in a single VM on an otherwise empty machine. We selected this performance range as a theoretical but reasonable example, based on input from an Intel operations team. With our test application, each server achieved this performance with approximately 1.5 VMs per core, as shown in Figure 4. Different service levels will require different consolidation ratios.

Based on the model, there are potential differences in annual operating costs depending on consolidation level, as shown in Figure 5. All three servers offered considerable potential savings compared to the original Intel Pentium III processor-based servers with non-virtualized workloads.

We project reduced support, storage area network, and power and cooling costs. This calculation is conservative and does not include many other “per-system” savings, including those due to reduced server room square footage, racks, network switches and routers, network drop costs and power run costs, backup power supplies, uninterruptible power supplies (UPSs), and additional administrative and management costs within the operations center.

These potential savings increase with the higher consolidation ratios achievable with servers based on the Quad-Core Intel Xeon processor 7300 series, compared with using a larger number of single-socket or dual-socket servers to deliver equivalent processing power.

Figure 4. Each server could support a theoretical service level agreement set at 1.4x baseline performance when running about 1.5 virtual machines per core. Intel internal measurements, July 2007.

Figure 5. Cost comparison of 24 to 1 server consolidation.
Analysis

In a virtualized environment, jobs may be automatically allocated to any server with available capacity. To meet SLAs, servers have to be able to complete each job within a predictable time while running a variable mix of other workloads.

Each of the three multi-core processor-based servers continued to deliver predictable runtimes as the number of CPU-intensive workloads increased, making them good candidates for a virtualized environment. However, the differences in scalability suggest different potential roles for each server.

We used a straightforward method to analyze these potential roles. To meet an SLA, we need to complete workloads within an acceptable time period, as agreed with a business group. To determine this acceptable runtime, we could first establish a baseline based on the time it takes the server to run the virtualized workload when running only a single VM. Then we could agree on an acceptable range of variation, such as 1.4x this baseline runtime.

We can use this goal to determine the server capacity that we need. With our test application, each server achieved this performance when running an average of approximately 1.5 VMs per core, as was shown in Figure 4.

This translates into consolidation ratios of approximately 24 to 1 for the Quad-Core Intel Xeon processor X7350-based server, 12 to 1 for the Quad-Core Intel Xeon processor X5355-based server, and 6 to 1 for the Dual-Core Intel Xeon processor 5160-based server.

Data center managers can then select the most suitable processors and servers based on factors such as the desired consolidation ratio and the type of data center environment. Our results and analysis suggest the following roles:

- **Quad-Core Intel Xeon processor 7300 series.** The scalable server based on the Quad-Core Intel Xeon processor 7300 series was suitable for achieving the highest consolidation ratios in a busy enterprise data center environment. It delivered predictable runtimes over the widest range of workload levels, meeting our theoretical 1.4x SLA performance level when running between one and 24 or more workloads. When heavily loaded, this server delivered the lowest power consumption per workload, with the potential for the greatest operational savings due to high consolidation levels.

- **Quad-Core Intel Xeon processor 5300 series and Dual-Core Intel Xeon processor 5100 series.** Servers based on the Quad-Core Intel Xeon processor 5300 series or the Dual-Core Intel Xeon processor 5100 series effectively supported more moderate levels of consolidation. They also used less power overall and less power per workload when running moderate numbers of workloads. The consolidation levels we observed in tests with these servers could result in large operational cost savings over our older, non-virtualized server solutions.
Conclusion

Based on our testing, each of these servers can deliver significant benefits in data center performance, power consumption, and operational costs over older non-virtualized servers. The selection of the most suitable server may depend on the specific data center environment and consolidation strategy.

In a busy enterprise data center environment, servers based on the Quad-Core Intel Xeon processor 7300 series potentially can achieve the greatest scalability, the highest consolidation ratios, and the best performance per watt, based on our tests. These servers are the most expandable and typically are configured with more memory and other features designed to enable continuous intensive use in an enterprise data center.

It is important to note that our workload was designed to create a “worst case” scenario; we drove CPU utilization to nearly 100 percent and maintained that level in a steady state. Actual business applications differ, in that demand is typically lower and varies over time. This lower, varying demand leaves additional headroom that can be used to manage peak loads or to increase the number of VMs while maintaining service levels.

In practice, we expect to see higher consolidation ratios without service level degradation.

Servers based on the Quad-Core Intel Xeon processor 5300 series and the Dual-Core Intel Xeon processor 5100 series effectively supported more moderate levels of consolidation with low power consumption. Servers based on the Quad-Core Intel Xeon processor 5300 series have more potential to scale and achieve higher consolidation levels than servers based on the Dual-Core Intel Xeon processor 5100 series.

Other factors may also help determine the most suitable class of servers for a specific data center environment, such as the type of applications to be consolidated, system administration considerations, and licensing costs of virtualization and application software.
Test systems included an HP server based on the Quad-Core Intel® Xeon® processor X7350.
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